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Abstract:

This paper reports on research comparing various approaches, or

me thodoto~ ies, for software deveLopment , The study focuses or the

quantitative anaLysis of the appL ica tion of certain m ethodoto gies

in an experimentaL environment, in order to further understand

their effects and better demonstrate the ir advantages in a

contro lLed environment. A series of statisticaL experiments were

con3ucted comp aring pr ogramming teams that usea a discipLined

m ethodoto~ y (consistin ~ of toe -down desi gn , process desi gn
Lan~,ua~ e usa~ e, structured pro ;ramming , code reading, and chi~ f

pro~ ramm er team organization ) uiith program m ing teams and
in aiv i~ uaL progr ammers that empLoyed ad hoc approaches. Sp ecif ir

detai ls of the experimenta l setting, the investigative approach

(used to plan , execute, and anaLyze the ewperiments), and some c

the results of the exp eriments are discussed .

Key sords and Phrases:

ana lysis of scftware deve lopment, discipLined methodoLogy,

pro~ rammi n ; teams, expe rim entaL study , program measurements,

softw are metrics
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TR— 68E Section 1

I. ~oxr2Q~~Xicø

In the deve lopment of any t heo ry ,  t here  are three phases of
va l i da t i on .  F i r s t  is the Log i ca l  development of the theory based
on a set  of sound pr inciples.  Second is the applicat ion of the
theor y and the gathering of evidence that the theory is appLicabLe

in pr actice. This usua lLy involves some Qualitative assessment in

the form of case studies. The third step Is the quantitative

analysis of the app lication of theory in an experimental

environment in order to further understand its effect and better

derons trate its advanta ges in a controLLed environment.

There has been a -~reat deaL written about methodoLogies and

pro~ rammi n ; environments for developing software ~Wjrth 71; DahL,

Dijkstra , and Hoare 72; Jackson 75; Brooks 75; Myers 75; Linger ,

Mil ls, and W Itt 793. It is clear that many of these methodologies

are basea on sound Logical princ ip les and their adoption within a

prod uction environment has been successfuL . There have been many

case studies that attem pt to validate tPese theories; projects

have a~ apte d versions of these methods and have reported varying

degrees of success, i.e., the users feel they ~ot the job done

f as ter , made Less errors, or produced a better product (Baker 75 ;
~a~~ili and Turner 75; Daley 773. UnfortunateLy, there has been a

1 minimum of reaL quantitative evidence that comparative ly assesses

any particu lar methodoLo~ y (Shnelderman et at. 77; Myers 78;

Sheppard et aL . 783. This is partiaL ly because of the cost and

Im p racticality of a vaLi d experimenta l setup within a production

(“rea L—wo rLd ” ) envi ronment.

This Leave s open the question of whether there is a

measurab le benefit derived from various program m ing methodologies

an d environments with respect to either the deveLoped product or

the develo pm ent process. Even If the benefits are real, it is not

cL ear th.t they can be quantified and effectively monitored.

Software deve lopm ent is sti lt too much of an art in the aesthtlc

or spontaneous sense. In order to fully understand it, contr ol

;J_ i_ .__ ____ ___ 
- - -  
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it, and ada pt it to pa r t icu l a r  app L i c a t i o n s  anc s i t uat i ons,
soft ware deveLo pment must oecome more of a science in the
en~ i n e e r in ~ and caLc u Lated sence. What is reauired is more

emp irica l study, data collection , and experime ntal analysis.

Ttie purpose of the research reported in this paper is (a) to
quantitativ ely investi gate the effect of methodoLogies and

prc~~rammi n y environments on software development and (b) to

de v et o~ an inves tigative methodolo gy based on scientific

exp er imenta tio n and tailored to this particular appLication. It

i nvoLves the reasurement and analysis of both the process and the

prc~ uct in a manner wh ich is minimally octrusive (to those

deveLopIng the software), very objective , and highly autcmatabL e.

The soot of the research was to verify the effectiveness of a

par t ic ata r programming methodoLogy and to identify various

quan tifiab le aspects that could demonstrate Such effectiveness.

To this end, a controLled exper ime nt was conducted invoLvi ng

severaL replica tions of a sp ecific software development task under

varyin~ programmin g environmen ts. For each repL ication successive

versions of the software under deveLopment were entered in an

historica l data base which recorded details of the development

process and product. A host of measure ments were extracted from

the cata base and stat i sticalLy analyzed In order to achieve the

researc h goats. Some of these measurements were “conf i rmator y ”,

as the y were planned In advance and expected to show differ 2nces

amony the program mi ng environments being investi gated, white many

of the measurements were simp ly “expLoratory. ”

The study invoLves three distInct groupin gs of software

ue veLo~ ers: in dividua L pro;rammers, ad hoc three—person

prc 4raimi n~ teams, and three—person programmiri ~ teams using a

c isci p lin ed methodoLog y. The inoivi dua t. programmers and the ad

hoc tejms were allowed to deveLo p the software in a manner of

t heir own choosing; this is referred to as an ad hoc approach.

The discip lined methodo logy referred to i n  this paper consists of

an inte~ ra ted set of software developm ent techniques and team

- -
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TR—oE ! Sec tion 1 3

organizatio ns which include top—d own design , use of a process

design Langua ge, structured pr ogramm ing, code reading , and chief
- 1 pro~ ra mm er teams. -

The study examines differ ences in the g~~ ftn~~ and the

gr ic1a~ iji~~ of software deveLopment behavior under the
pro grammIn ; environments represented by these groups.

• The basic premise is that distinc tions among the groups exist

both in the ~~~~~~~ ani in the ~~~~~~ With respect to the

software deveLo pment oroduct, it is believed that the disciplined

team shouLa appr oximate the singLe individual with regard to

prcd uct characteristics (such as number of decisions coded and

gLc~ at data accessibility ) and at the very Least tIe somewhere

between the single IndividuaL and the ad hoc team. This is

because the di scipLine a methodology should help in making the team

act as a mentaLLy cohesive unit during the design, coding , and

tes tin~ phases. dith respect to the software oevetopm en t process,

the disci plin ed team shouL o have advantages over both individua ls

anc ad hoc teams , displaying superior performance on cost factors

such as computer usage and number of errors made. This is because

of the disci p line itse lf and because of the ability to use team

members as a resource for vaLidation.

The study s findings reveal several programming

characteristics for which statisticaLLy significant differe nces do

exist among the groups. The discip lined teams used fewer computer

ru ns and app arentLy made fewer errors during software aeveLopment

than either the individua l programmers or the ad hoc teams. The

Individua L prog rammers and the disci pLined teams both produced

soft ware with es sential ly the same number of decision statements,

but softw are proauced by the ad hoc teams contained greater

nu mc~ers of decision statements. For no characteristic was it

concLuJe a that the disci p lined methodology impaired the

effectiveness c~~ a pro~ ramm in g team or diminish ed the qu aLity of

the software prodt~ct. 
-

J - 

—
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The investi ,ation has been conducted in a Laboratory or
pr cwin ~ — yround fashion , i n order to achi eve some statisticaL
significance and sc4:~n ti f i c respectabi lity without sacrificing

prc~ uctl cn realism and professional app l icabi l ity. By sca ling

do.n a tyo ica t p roducticn environ m ent whi le retaining it

impo rt an t characteristic s, the laboratory settin g provides for a

reasonab le comprc m ise between the extremes of
(a) “toy ” experim ents ,

which can afford eLaborate experim ental designs and Large

sample sizes but often suffer from a basi c task that is

rather unrelated to producti on situations or involve a

Co ntext from which it is difficult to extrapoLate or scale uo
(e.~~., i ntroductory computer course Students taking

mu Lti p Le—choice quizzes basea on thirty—Line programs ),

and (b) “pro duction environment ” experiments,

which offer a high degree of production realism by definition

but incur p rohibitively high costs even for the simpLest and

weakest experimental cesi;ns (i.e., statistical

experimentation reQu ires rep Lication, and multi p le

cjp lication o f  a nontrivial programming project is clearly

expensive ).

The exp eriment in this study was conducted within an academ ic

env iron r~ent where it was possib le to achieve an adequate

ex~~er inent aL des i ;n and sti l l simulate key elements of a

prc~ uct-ion environment.

An in itial phase of invest l~~a-tlon has been completed arid the

co n-p lete results are pre3ented in the remainder of this paper.

Section 1,1 -gives detai ls perta in in ; to the exp eriment itse L f .

Section ill describes the investigative methodology used to p lan ,

execute, and analyze the experiment. Sections XV and V present

the experiment s results , segregated Into empiricaL finding s

(res u ltin g from statisticaL analysis of the measurements ) and

intuitive judgements (resulting from interpretation of some of the

em~~iricaL findin ~ s), re sp ectively. Section V I contains some

rema rks on this Initia l phase of Invest igative effort aria a

discussion of further work pl a’nned for the stuay .

~~~~~~~~~~~~~~~~~~~~~~~~ -- -~~L
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It shouLd ~e noted that the terms meth odo Logy and

m ethodoLoglcaV (in reference to software development ) a r e
- 

consisten tLy used throughout th is  report w i t h  a techn icaL  meaning

reLate~i to the concept of a comprehensive integrated set of
deve lopment techniques as well as team organi zations, ra th e r  th an

- - 
to the more common notion of a particular technique or

• or ganization in isolation.

1 ’

— 
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11. 
~~~j1j~~

Th is section descrioes several aspects of the experiment

its~~Lf; namely, the experimental design or setup s the experimental

en vironment, data col lection and reduction (during and subsequent

to the experiment ), and the programming aspects and associated

metrics (used to quantify the experiment ).

The major facets of the experimental desi gn are the

exp er l.aentat units, the exp eriment al treatment factors, the

exp erimentaL treatment factor LeveLs, the exper imentaL variable s

observed, the experimenta( local contro l, and the experimental

management of other factors. (See tOst le and Mensing 75; Cha pter

9~ for a thorough presentation of these facets.) An experimental

unit is that unit to which a singLe treatment (which may be a

co mD in ation of several factor levels) is applied in one
repl ication of the basic experiment , in this case, the basic

exp eriment was the accomplishment of a given software develo pm ent

pr oject, and the experimental unit was the software develo pment

te zrn , i.e., a small group of people who worked together to deveLo c

the software. There was a total of 19 such units involved in the

exp eriment.

In most experiments, attention is focused on one or more

independent variables aria on the behavior of a certain dependen t

variable (s) as the indepenoent variab les are oermitted to vary.

These inoependent variables are known as exp erimental treat m ent

factors. This experiment focusea on two particuLar facets of

soft ware deveLo oment , (1) size of the deveLo pm ent team and (2)

de~ ree of methodologicaL disci p Line , as the experimenta l treatment

F factors.

~‘cs t experiments InvoLve some deliberate differential

variation in the experi m enta l treatment factors. The various

UI - - 
~~~~~~~

- -  _

~



TR—6EE Section II

values or classifications of the factors are known as the leveLs

of the experimentaL treatment factors. In this experiment, two

le vels were selected for each factor. For the size factor , the

LeveLs were singLe individuaLs and three—person tea~ns. For the

de gree—of—disci p Line factor, the leveLs were an ad hoc approach

and a disci pLined methodology.

The experimen taL (dependent) variables observed consisted of

13C programming aspects reLating to the software product and

deve lopment process. Techn ically, this created a whole series of

si multaneous un ivariate experiments, a l l  h a v i n g t he sa me co mmon
experimentaL design and all based on the same data sampLe, with

onc experiment for each programm ing aspect. The immediate goal of

an experiment is to learn something about the reLationshi p between

the experiment-a L treatment factor LeveLs and the observed

var iabLes.

E xperimentaL locaL controL refers to the configuration by

which (a) experimental units are obtained, (b) certain sets of

units ~,re placed into groups, and Cc) these different groups are

subjectea to certain comoInatIons of experimenta l factor levels.

Local controL is employed in the design of an experiment in order

to increase the statistical efficiency of the experiment (or

sensitivity/ pow er of the statisticaL test). Experimental LocaL

control usually incorporates some form (s) of randomization ——a

basic principle of experimental design—— since It is necessary for

the validity of statisticaL test procedures.

F
~~
r this experiment , subjects were obtained simp ly on the

basis of course enrollment. since the experim ent was comp Letely

emcedded within two academic courses , every s~ iadent in those

courses automatically partic ioate d in the experiment. Development

“teams ” were formed among the subjects: In on’ course, the

stuoents were allowed to choose between segregating themseLves as

In div idual prog rammers or combining with two other classmates as

three—person pro grammi ng teams; In the other course, the students

were assigned (by the researchers ) into three—person teams.

-

- 
.
~~~~~~~
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Cxj.er irnent ul units were formed and placed Into groups in this

manner because the two academic courses themseLve s provioed the
tuc Le vels of the second experimental treatment factor. This
prc cess y ieloed three groups of 6, 6, and 7 units, designated A !,
AT , anJ PT, respec tive ly. Each group was exposed to a particu lar

cot.bined factor—Level treatment according to the foLLowing partial

fac t cr i aL arrangement: (AX ) single individuaL s using an ad hoc

appro ach , (AT ) three—person team s using an ad hoc approach, and
(Di) three—person teams using specific state—of—the—art

m ethodoLog ies.

The di sciplined methodology imposed on teams in group DI

corsis tea of an inte grated set of techniques, including top down

design of the probLem solution using a Drocess Desi gn Language
(~~C.L), functionaL expansion, design and code reading,

watk throughs, and chief programmer and manager teams. These

t echniques and organizations were taught as an integraL part of

the ccurse that the suojects were taking. The course ma ter ial was

circan iz ea around CLinger , Mi lls, and W itt 79), CBas iLl and eaker

7 5 ,  and tZ~roo k s 75~ as textbooks. Since the subjects were

novices in the methodoLo gy, they executed the techniques and

orj~anizati on s to varying degrees of thoroughness and were not

alw ays as successful as seasoned users of the methodo logy woulo

be.

Spec ificaLly, the disciplined methodoLogy prescribed the use

of  a PDL for expressin ~ the desi gn of the problem soLution. The

des ign waS expressed In a top—down manner , eac h LeveL representing

a soLution to the problem at a par ticular Level of abstract ion and

sp ecifying the functions to be expanded at the next level . The

PDL consisted of a sp ecific set of structured controL arm eata

str uctures, p lus an open—ended designer—def inea set of operators

anc cperands corresponding to the level of the soLution and the

pa rt ic~.Lar app licat ion. Design and code reading involved the

cr itical review of each team member ’s PDL or code by at Lea st one

other m ember of the team. ‘4alk—throughs represented a more

for maLi zed presentation of an individuaVs work to the other

— ---- -- —  - . -  —_ 1—----- 
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memc ers of the team in which the PDL or code was explained step by

s t e p .  In the ch ie f  programmer t eams ,  the chief programmer defi ned

t he t op  Level soLution to the problem in ~DL, oesl gned and

imp Lemente a the key code himseLf , and assi gned subtasks to each of

the other two pr ogrammers who code read for the chief programme r ,

desi;ned or codea subpieces as requested by him , and performed

L ibrarian activities (i.e., en te r i n g or r e v i s i n g code store d
on—Line, making test runs, etc.). The manager teams were defined

in a similar fashion , except that the manager aLso acted as

Lib rarian, writing Less code and doing more code reading, and

y ieLde u much greater responsibiLity for design and imp lem entation

to the other members of the team.

Each indiviuua l or team in groups Al and AT was aLLowed to

develop the software in a manner of their own choosing , which is

referred to in this paper as an ad hoc approach. No methodo log y

was taught in the course these subjects were taking. Informa l

observation by the experimenters confirmed that the appro aches

uses by the individuaLs and ad hoc teams were indeed Lacking in

J is ci pt ine and did not utiLize the key elements of the disci p lined

methodo logy (c.,., an individua l working aLone cannot pra ctice

coCa reading , an~ it was evident that the ad hoc teams did not use

a F~~L or fo rmaL ly do a top—down design ).

There are usually severaL extraneous factors, other than the

ones i~ entif ied as experimental treatment factors, which could

infLuence the behavior being observed. The experimental design

employed three distinct methods to control various extraneous

factors. Factors were either fixed (artifica ll ) or externally

he to constant across all exp erimentaL units ), oalanced

(artificiaLLy or externally distr ibuted as evenLy as possible

amcng the experimental units ), or randomized (aLlowed to vary in a

naturaL ly random way among the exp erimentaL units ). in this

experiment , a variety of pro gramming factors wh i ch do affe ct

software develo pm ent were ~i ven  consc ious cons id era ti on as
extraneous var iaot es and controlled as ‘o t l o w s :

— personal ab lLit j /-t ale nt of peopLe: randomized

~
j -
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(and balanced d it hi n disci p Lined teams )
— proj ect/task/a pp Lication: fixed
— proj ect specifications: fixed

— imp lement .tion Language : fixed
— caLendar scheoule : fixed

— available computer resources: fixed
— a v a i l a b l e  man—hour resource~~: randomizea
— avaiLabLe automated tools: fixed

wherev er possibLe, these variables were heLd constant by

ex p L i c i t L y  treatin g alL experimental units in the same manner.

Two variables, the personaL ability of the parti cipant s and the

amount of actual time they (as students with other classes and

resp onsibiLities ) had to devote to the pro ject, could only be

aLL owed to vary among the groups in what was assumed to be a

ran dom manner. However, information from a questionna i re was used

to oaLance the personal ability of the participants in the

disciplined teams (only) by first (a) partitioning the group DT

students into three equa l—sized categories (hi~~h, medium , Low )

based on their grades in previous computer courses and their

ex tracurricuLar programmin g experience, and then (b) assigning

them to teams by randomly selectin g one student from each category

to form each team.

I
Several par ticulars of the exp erimental environment

contriou te si gnificantl y to the context in which the exp eriment ’s

res ults must be appraised. These include the time and place the

exp eriment was conducted , the software development proje ct (or

app Lication ) which servea as the task perform ea during the 
-

~ -

exp erim ent, the people who participated as subjects, and the

com puter pr ogramm ing Language in wh i ch the software was written .

The experiment was conducted during the SprIng 1976 semester,

January through May, within the reguLar academic courses given by

t he Dep artment of Computer Science on the College Park campus of

t he University of Mary land.
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Several genera l characteristics of the project a r e

notewor thy. The app lication was a compiler, in v o l v i n g st r i n g 
-

p r c c e s~ in 9 and language t ansLation (via scanning, parsing, code

generation, and symbol table management ). The scope of the
pr oject excluded both extensive error handling and user

documentation. The project difficulty was sli ght but

nonne gL-i g ible , requiring rough ly a two man—month effort. The size

of the resu lting system averaged over 1200 lines of high — LeveL

(st ructured Language ) Source code. The totaL task was to design ,

imp lement, test, and debug the complete computer software system

;i~ en a particular spe cifi cation. ALL aspects of the project were

fixe c ano uniform for each of the developmen t teams. Each team

worked indep endently to bu ild its own system , usin g identical (1)

sp ecifications, (2) com puter resources aLlocated , (3) duration of

ca lendar time allotted, (6) impLementation Language , (5) testing

tools, etc.

The participants were advanced underoraduate students and

graduate students in the Department of Computer Science. None

were novice programmers, all had compLeted at Least four semesters

of pr o,ramming course work , several were about to graduate and

take pro gramming jobs in government or industry, and a few even

had as much as three years ’ p rofessional programming experience.

On the whole, the par tici p ants mi ght best be describe d as

“advanced student programmers with a bit of professiona l

I experience. ” The experiment was conducted within the framework of

two compa rable advanced elective courses, each with the same

academic p re requ i s i t es .  The p r o j e c t  and the expe r imen ta l
tre atments were built into the course materia l and assignments ,

anc everyone in the two classes partici p ated in the experiment.

They were aware of being monitored, but had no knowledge of what

was bein~ observed or wh j. A reasonable degree of homogeneity

seemed to exist amon~ the participants with respect to personne l

factors, suc h as abiLity, experience, m o t i va t ion , tim e/effort
devoted to the project, etc. On the whole, they were typicall y

av erage in each of these factors dith natural fLuctuations whic h

app eared to be even ly distribute a amon-j the experimenta l groups in

- ~~~~~~~~
•
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a random fashion. Pased upon pre—experimen t au al itat iv e judgment,

a lL  s u bj e c t s  shared a s im i la r  background wi th respect to team
pro gramming and the d isc ip l ined methodo logy, however , groups A T
an~ AT (the individua ls ano ad hoc teams ) seemed to have had a

sL i~ ht cage over group CT (the discipLined teams) with respect to

genera l program m ing abi l ity and formal trainin g in the app lication

area .

The implementation Langua ge was the hi gh— level,

non—bLock—str uctured, structured — programming Language SIMPL T

~Pa~~iLi ano T u r n e r  6). This Language was designed ano developed

at the Un iversity of Maryland where it is taught and useo

e x t e n s i v e l y  in re gular Department of Computer Science courses. It

is characterized by a very simple and efficient run—t ime

environment. SIMPL—T contains the following control constructs:

seq-ienc e, iftheneLse, whiledo, case, and exits from Loops (but no

gotos). The Lan gua ge adheres to a philosophy of “strong data

typin g ” and alL variables must be explicitLy declared. It

p rcv ide s the pro~ raavmer .ith both automatic recursion and

s t r i n g — c r o c e s s i n g  c a p a b i l i t i e s  simi lar to PL/1.

~~il ~~ £~~YcIi2~

Due to the partiaLLy exp lorat 3ry nature of the experiment in

t e rms  ~f d i f f e r e n c e s  to oe di s c o v e r e d  in the pro jec t  and p rocess ,
as muc h information was coLlected as couLd be done In an

efficie nt, effective, and unobtrusive manner. A variet y of

i n f o rma t i on  sources was used. Individual quest ionnaires supplied
the persona l backg round and programming exper ience  of each
pa r t i c i p a n t .  P r i va te  team i n t e r v i e w s  ana o p e n — c L a s s  team re p c r t s
y ielueu inform ation re gar ding individual performance on the

pro j e c t .  Run logs and com puter  account b i lL ing repo r t s  gave a
r e c o r d  of the com puter a c t i v i ty  dur1ng the p r o je c t .  S pec ia l
moc ,le co m p iLa t i on  and prog ram e x e c u t i o n  p rocesso rs  ( invoked
on—Line via very sli gh t changes to the reguLar command language )

c r e a t e o  an h i s to r ica l  da ta  base of ;ource code and t e s t  data
acc umuLated throu ghout the project development.

_ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ __ _ _  
~~~~~~~~ ~~ — ,~~~ &



- ~~~~~~~~-- -~~~~~—~~~~~~~~ -

I

TR— 685 Section 11

The da ta  base provided the pr incipal  source of i n fo rmat ion
analyzed in the current  i nves t iga t ion  and other in format ion
sources have been utilized only in an auxiliary manner (if at

al l) .  Thus, data coL L e c t i o n  for the exper imen ts  t h e m s e l v e s  w a s
automated on—Line , with essentiaLLy no interference to the

pro~ rammer ’s norm al pattern of actions during computer (term inaL )

sess ions .  The f inaL products were  I soLa ted  f rom the data base and
- 

- measured for various syntactic and organizationa L as pec t s of the

finished product source code. Effort and cost data were also

extracted from the data base. The inputs to the analysis, in the

form of scores for the various pro gramming aspects , re flect the

qu~ nt i -t ativeL y measured chara cter of the product and effort of the

pr ocess. Much of the data reduction was done automatically within

a spec iaL t y instrumented compiLer. Some was done manually (e.g.,

exami n in g characteristics across moduLes). Due to the underlying

coLLec tion and reduction mechanism, which was un if orma tLy applied

to aLL experimen tal units, the data used in the analysis has the

charact eristics of objecti v3ty~. unifor mity, and q u a n t i t a t i v e n e s s
and is measured on an interval scaLe of measurement (Conover T 1;

pp. 65—6?].

~C~~~~~2!~ ID~ &~~~&X~ ~~~

The dependent va r iab les  studied in this exper iment  a re  c a L l e d
prc~ r amm ing aspects. They represent specific isolatab le and

observable features of the programming phenomenon which are hi ghly

automatab le (i.e., they couLd be extracted or computed directly

on—L ine  f rom in fo rmat ion  readi ly obta inab le  f rom operat ing s y s t e m s
and ccmpilers ). The variables faLl Into two categories: proc ess

aspects and product  a s p e c t s .  Process aspec ts  are relate u to
c haracteristics of the development process itseLf, in par ticular,

t he cost and required effort as reflected in the number of

computer job steps (or runs) and the amount of textual rev lsicn of

source code durIn g deveLo pment .  Product as pec ts  are re la ted  to
the  s y n t a c t ic con ten t  and or g a n i z a t ion of t he symboL i c  source code
w h i c h  r ep resen t s  the com ple te  f inal product that  was deveLo oe d.

E x a m p L e s  are number of L ines , frequency of part icular s ta temen t

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _
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types, average size of data vari ables ’ scope, etc. For each
aspect there exists an associated metric, a sp e cific algorithm
w hich u ltimateLy defines that aspect and by which it is measur ed.

inc particular progratnm in ,~ aspects examin ed in this

investigation are list ed In Table 1. They appear grouped by

category; indented qualifying phrases specify particular variants

of certain general aspects. When referring in this paper to an

incivid ua l (sub )as pec t ,  a conca tena t ion  of the heading Line w i t h
the qualifying phrases (separated by ~ symbols) is used; for

ex ample, COMPUT ER JOB STEPS~ MO~ ULE COMPILiTIONS~ UNIOUE denotes the

nuI~~er of COMPUTER JOB STEPS that were ‘ODULE COMP ILATIONS in

.~hi ch the source code was UNIQUE from all other compiLed versions.

Exp lanatory notes (keyed to the List in Tab le 1) about the
pro~ rammi ng aspects are given in Appendix 1 , complete with

definitions for the nontrivial or unfamiLiar metrics. Technica l

meanin gs for va rious system— or language—depenoent terms used in

t he paper (e.g., module, segment, intrinsic, entry) also appear

there. Some of these words mean different things to different

,~eopl e, and the reader Is cautioned against drawing inferences not

based on this paper ’s definitions.

The complete set of programming asoects may be parti tioned

into t~ o subsets based Upon the motivation for their inclus ion in

the study. Severa L aspects ——hereafter denoted as

“~2~i1r!~x2rz ”—— had been conscious Ly planned in advance of
collecting and extra ct in~, the data , because intuition suggested

that they would serve 0eL l as quantitative Indicators of imp ort ant

qu aLitative characteristics of the sofware development phenomenon.

It was preaicted a priori that these “confirmatory ” aspec ts wc uLd

verify the study ’s basic premises regarding the programming

metnod oto ;ies bein g investigated in the experime nt. The rem ain ino

asp ects ——hereafter denotea as “~!gjgra1gc~ ”—— were considered

mainLy because they could be collect ed and extracted cheaply (even

as a natural by—p roduct sometimes ) along with the “c o n f i r m a t or y ”
aspects. There was litt le serious expectation that these

“ex~,lorator y ” aspec ts woulc be useful indicators of differe n ces

k -
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- ~— 
- - —

~~
---

~
—

~
-—

~
.ii_ — 

-II

TR-688 Table 1 15

TabLe 1. Programming A s p e c t s
N.E. The asterisks to the Left mark “confirmatory ” as pec t s[ “exp loratory ” aspec ts are unmarked. The parenthesized num6ers
to the right refer to the exp lanatory notes in Appendix 1.

I

oevelopm ent process aspects :
=—_ = g g =~~ = = —_ = = == = = == = = =—_ = == =  ==

* COMPUT ER J09 STEPS (1)
* NODULE COMPILATIONS (2)
* UNIQUE (3)

IDENTICAL (3)
* PROGRAM EXECUTIONS (4)

‘ISCELLANEOUS (5)

* ESSENTIAL JOB STEPS (6)
AV E RA G E UNIQUE COMPILATIONS PER MODULE (7)
MA X UNIQUE COMPILA TIONS F.A.O. MODULE (8)

* PROGRAM CHANG ES (9)
**  * * ** * * * * * * * * ** * * * ** * ** * * ** * * * * * * ** * * * * * *
f ina L pr oduct aspects :

* (10)

* SEGMENTS (11)

SEG M E N T  T Y P E  C O U N T S  : (12)
F U N C T I C N  (11)
PROCEDURE (11)

SEG MENT TYPE PERCENTAGES : (12)
FUNCTION (11)
PROCEDURE (11)

AVEPAG E SEG MENTS PER MODULE (13)

* LI dE S (14)

* STATEMENTS (15)

STATEMENT TYPE COUNTS : (16)
(1?)

* I F  (18)
* C A S E  (19)
* WHI LE (20)
* EX IT (21)• (PROC)CALI. (22)(44)

teONINTRINSIC (23)(44)
1 I N T R i N S I C  (23)(44)

* PETURN (26)

STA TEMENT TYPE PERCENTAGES : (16)

* i F  (18)
* C A S E  (19)
* WHILE (20)
* EXIT (21)

(PROC )CALL (U)
NONIN TRIN S1C (23)
ZNTRI’JSIC (23)

* RETURN (24)

* A V E PAGE STATE~~E N T S  PER S E G M E N T  (25)
~~~~~~~~~~~~~~~~~~ g*2z  == z *z z z  = = ~~~~:~~~~~ z~~~~~~~ z

* A V E R A G E  STATEMENT NESTING LEVEL (26)

a DEC SIONS (27)

F LreCTION CALLS (~~~)(44)NON INT RIN SIC (23)(44)
INT RINS IC C23)(44)

1 

~~~~~~~ ~~~~
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* T O K E N S  (23)
* A VE PA G E TOKENS PER STATEMENT (28)

INVOCATIONS (29)
FUnCTIO N (11)(44)

NONINTRINS IC (23)(44)
INTR INSIC (23)C44)

PROCEDURE (11)(44)
NON INTRINSIC (23)(44)
INTRINSIC (23)(44)

- 
I NONINTRINSIC (23)

I N T R I N S I C  (23)

• AVG INVOCATIONS PER (CALLING ) SEGMENT (30)
F U N C T I C N  (11)

N O N I t I T R I N S I C  (23)
INTRINSIC (23)

PROCEDURE (11)
NONIN TRINS IC (23)
INT PINSIC (23)

N”.~’4INTRI~~SIC (23)(44)
I~~TRINSIC (23)

AVG IN VOCATIO N S PER (CALLED ) SEGMENT (31)(44)
FUNCTION (11 )
PROCEDURE (11)

DAT A VARIABLES (32)

& A T A V A R I A B L E  S C O P E  C O U N T S  : (37)
* G L O B A L  (33)

ENTRY (34)
MOD iFIED (35)
UNMODIFIED (35)

N O N E N T R Y  (34)
M O D I F I E D  (35)
UN MO D I F I E D  (35)

M O D I F I E D  (35)
UNMODIF iED (35)

NONGLO~~AL
* PARAMETER (33)

V A L U E  (36)
R E F E R E N C E  (36)

* L O C A L  (33)

~DATA VARIA BLE SCOPE PERCENTAGES : (37)
* G i..C~ AL (33 )

ENTRY (34)
MOD i FIED (35)
U N M O D I F I E D  (35)

NONENTRY (34
MO DiFIED (35)
UNMODIFIED (35)

MODIFIED (35)
U N M O D I F I E D  (35

NONGLOBAL (33
— * P A R A M E T E R  (33

VALUE (36)
REFER ENCE (36)

* L O C A L  (33)

AVE RAGE GLOEAL VA RIA i~LES ~ ER M O D U L E  (38)
ENTRY (34)
NONENTRY (36)
MODIF iED (35)
UNMODIFIED (35)

AV ERAG E NONGLOBAL VARIA B LES PER SEGMENT (38)
PARAM ETER (33 )
LOCAL (33)

~ 

~~
-
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(39)
VALUE (36)
REFE RENCE (36)

(SEC ,GLOCAL ) ACTUAL USAGE PAIRS (40)
E N T R Y  (34)

M O D I F I E D  (35)
UNMODIFIED (35)

N O N E N T R Y  (34)
M O D I F I E D  (35)
UNMODIFIED (35)

• MODIFIED (35)
UNM O D I F I E D  (35)

(SEG ,GLOBAL ) POSSIBLE USAGE PAIRS (40)
E N T R Y  (34)

M O D I F I E D  (35)
U N M O D I F I E D  (35)

NONENTRY (34)
M O D I F I E D  (35)
U N M O D I F I E D  (35)

MODIFIED (35)
UNMODIFIED (35)

* (SEG,GLOBAL ) USAGE RELATIVE PERCENTAGES (43)
E N T R Y  (34)

M O D I F i E D  (35)
U N M O D I F I E D  (35)

N O N E N T R Y  (34)
MODIFIED (35)
UNMODIFIED (35

MO D I F I E D  (35
U N M O D I F I E D  (35)

(SEC GLOBAL,SCG ) DATA BINDINGS : (41)
* A~ TUAL (42)

SUBFUNCT IONAL (43)
iNDEPENDENT (43)

* P O S S I B L E  (42 )
* RELATIVE PERCE N TA GE (42)

* ****  * * ** * * * * * ** * * * * * * * * * * ** * ** * * * * * * ** * * *

I
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amcng the ;roups; but they were inc luded in the study with the
intent of observing as Many aspects as possible on the off chance

of discovering any unexpected tendency or dif 4 erence . The

“ccnfir ratory ” pr ogramm ing as pec t s  are i den t i f i ed  by being 4 t a g g e d
in TabLe 1 with an a s t e r is k ;  the “e x p t o r a t , y ” programming a s p e c t s
are unf Lagged.

This distinc tion between “confirm atory ” and “exploratory ” has

imp orta nt consequences for the evaluation of the study s

experiments. For the “conf irm ator y ” aspects, the individua l

ex ie r iments are actually conf irmatory, since it was hypothesized

th ot they wou ld indicate certain differences among the groups,

pr ior to conducting the experiment and extracting their scores.

But for the “exp loratory ” aspects, whose scores were extracted

without any pr econcieved hypotheses , the experiments are purely

ex~~Loratory. Thus, this study combines elements of both

con firmatory and exploratory data analysis within one common

exp erimentaL setting Clukey 6fl. This dist inct ion does not

however influence the method by which the experiments themselve s

me re con .~ucted.

It shouLd be notea that a Large per centage of the pr oduct

aspects fall into the “exploratory ” category . A secondary

motivation for their cons ioerat ion is that the product aspects, as

a unit, represent a fairly extens ive xg~ g~~ o f t he s u r f a c e
features of software. The idea that important software qualities
(e.j., “complexity ”) could be measured by counting such surface

features has generaLLy been disregarde d by reasearchers as too

sim p listic (e.~~., EMiL Ls 73; p . 232)). A resolve to study these

surface features empiri cally, to see if something might turn up ,

oefore rejecting the under lyin ; iuea, ~as par tia l Ly responsible

for their incLusion In the stu~ y.

In order to avoid any inadver tant deception or

ni sun de rsta nd ln~ , the folLowin g issue of redun aancy must be stated

and properLy appreciated. There exist severa L Instances of

Jup - li cate p rogrammi n j~ aspects; that is , certain logical ly uni que

• 
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aspec ts app ear a second time with another name, in order to

provide alternative views of the same metric and to achi eve a
cer tain degree of completeness within a set of related aspects.

For example, the FUNCTION CALLS aspect and the STATEMENT TYPE

COU~.TS~~(PROC)CALL aspect are Listed (and categorized appropriately )

f rom the viewpo int of the various type of constructs that comprise

the imp lementation Language . But the very same metrics can be

considered from the unifying viewpoint of the various subtype

fr equencies for segment invocations, and thus it is desirab le to

include the dup licate aspects 1NVOCATI ON S~ FUN CTIONS and

INVO CAT IONS~ PROC EDURE S as part of the naturaL categorization of

INVOCATIONS. With in the 137 programm ing aspects Listed in Table

1 , there are seven pairs of duplicat e aspects (identified in the

notes of Appendix 1), Lea ving 130 nonredundant aspects examined in

the study . By definition , the data scores obtained for any pair

of dupl icate aspects wi lt be lndenticat, and thus the same

statisticaL conclus ions wil t be reached for both aspects. This

must be kept in mind when evaluating the resutts of the

experiments in terms of their statistical impact.

I
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III.

This section desc riDes the steps in an investigative

m ethcdoto 3y developed for the par ticuLar prob lem of comparing

so ftw are develo pment efforts under various conditions. It was

use d t o ç~uide th€ planning, execution, and a n a l y s is  of th e
exp erimentaL investi gations whose results are reported in this

paper.

The inve sti~,a ti ve me th odolo gy ca n be c ha rac te r i z e d as an
emp irical study based on the “construction ” paradigm in w hi ch

muLtiple subjects are cLoseLy monitored during actua l “production ”

experiences, each suojec-t performing the same task , with

controLLe d variation In specific variables. It uses scientific

exp erimentation and statistical analysis based on a

“differentiat ion among groups by aspects ” paradigm in which

possible differences among the groups, as indicated by differences

in cer tain quantitatively measured aspects of the observed

phenomenon , are the target of the analysis. Th is use of
“difference aiscrimination ” as the analytical technique dictates a

F mo ceL of homog eneity hypothesis testing that influences nearl y

every element of the metho doLogy.

Note that there are other analysis techni~ ues that could have

been used; e.g., estimation of magnitude of difference,

corre l ations between various aspects (across all combinations o~
factor—Leve ls ), m u tt ivar ia t e analysis (rather than multip le

univariate analyses in p araL leL ), and factor analysis (breakd own

of variance ) among the various aspects. These are usefu l

tec hn i- ,ues and may be used in later phases of this research.

Howe ver, difference ~iscrim inat lon represents a “first—cut ” pro be,

,1hich hopefuL ly w ilt yield some information to help guide more

re f ine~ probes in the future.

A Lth o~,gh the methodo logy is built around an empirical stud y

an&~ util i zes scientific experimentation, the actual execution of

j
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tP~’ exp erimen ts and collection of oata play a smaLL roLe in the

overaLL me thodology when compared to the plannin g and an a ly sis
— p hases. This Is readily apparent from the Approach Schematic,

D i a~ ram 1, which charts some of the relationships among the

• var ious elements (or steps) of the investigative methodo logy.

- - The remainder of this chapter outlines and briefly describes

the overall approach by defini ng each step In general and

d iscussing how the approach was applied in the research effort at

hand . Note that Sections IV and V give the specifics of the Last

two steps of the approach ——s tatistica l concLusions and researc h

in terp retations—— as pertaining to the current experimenta l

inves tigation.

Step 1: 9~~ xj~~

S e v e r a l  quest ions of in terest  were  In i tia ted and ref ined so
that answers could be given in the for. of statistical conclusions

and research interp retations. Questions were formuLated on the

basis of several areas of interest: (1) software deveLopment

rather than software maintenance, (2) a particuLar set of

pro~,rammin ; fac tors, (3) quant itativeLy measurable aspects of the

process and the product, (4) two particular LeveLs for each of the

prc;ramm ing factors, (5) the particular type of anaLysis techn ique

mentione d above , and (6) intuitive considerations and suspicion s

leaaing to choice of a partic uLar three—way grouping of the

fac tor—level combinations.

The fina L questions of interest culminated in the form

“Dur in -~ software deve lopment, what comparisons Detween the effects

of the three fac-tor leveL combinations (a) single individua ls, (b)

ad hoc teams, and (c) disci p lined teams appear as differences in

the various quantitativ eLy mea surabLe aspects of the software

deveLo -j m ent process and produ ct? Furthermore, what kind of

differences are exhibited and what Is the direction of these

differences? ”
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Step 2: 
~~~~~~

Since the investi~ ative methodology involve s hypothesis

testin g , it is necessary to have fairLy precise statements, caLLed
research hypotheses, which are to be either supported or refuted

by the evidence. The second step in the approach was to formulate

these research hypothe ses, disjoint pair s desI~ na ted n u l l  an d
aLternative, from the questions of interest.

A precise meaning was given to the notion “what kind of

difference. ” The investigation considered both (a) differences in

centr al tendency or average vaLue, and (b) differences in

variability around the central tendency, of observed values of the

quantifiable pro gramm ing aspects. It should be noted that th i s
decision to examine both Location and dispersion co mp a r i s o n s  amon g
the ex perimental groups brought a pervasive duality to the entire

investigation (i.e., two Sets of statistical tests, two sets of

statistical results, two sets of concLusions, etc. ——a Lways In

paralLe l and Independent of each other—— ), since It addresses both

the 
~~~~~~~~~~ 

and the 2c~~~~~~iUiz of behavior under the

experimenta l treatments.

Some vagueness was removed regard Ing the size of the

— 
particuL ar progr amming task by making expLicit the impLicit

res triction that completion of the task not be beyond the

capa bility of a singLe pro grammer workin g alone for a reasonabLe

peri o d of time. AdditionaLLy, a large set of programming aspects

were spec ified; they are discussed in Section 11 , Specifics. For

each pro~ ramming aspect there were simi lar questions of interest,

simiLar research hyp otheses and simiLar experiments conducted in

p arallel.

The schema for the researph hypotheses may be stated as “In

the context of a one—person do—able software development project,

there < is not I I s  > a diff e rence in the C Location I
dispersion > of the measure m ents on programmin g aspect < x
between IndividuaLs (Al), ad hoc teams (AT), and disciplined teams

- 

~~~~~~~~ 
.

•-
~~~~

• -
~~~~~

- • -
~~~

-
~~~-
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(t~T).” For each pro grat~min g aspect X~ in the set under
consideration , this schema generate s two pairs of nondir ectio na L
research hypotheses, depending upon the seLection of a -is not~ or

is correspor .cing to the nu ll and alternative hypotheses, and the
selection of ~l ocat ion or dispersion~ corresponding to the tyPe

of ..-ifference .

Step 3: ~

The choice of a statistical model makes explicit various

assumptions re~ a r d i n~ the experimentaL design, such as the

dependent variables observed, the distributions of the unde rLying

pop ulations, etc. ~ec o u~ e the study invo lves a

ho rogeneity—of—popul ations problem with shift and spread

alternatives , the mu lt i—sam p le model used here requires the

f oLLow ing criteria: inoependent populations , independent and

ranoom sampLing within e41ch popu lation, and Interva l scaLe of

measurement C Conov er  77; pp. 65—6fl  for each orogramm ing asoect.

Al thou g h ra ndom sampLing was not ex plicit l y achieved in this study

by rigorous samp ling proced ures, it was nonetheless assumed on the

basis o’ the apparent representativeness of the subject pool and

the Lack of obvious reasons to doubt otherwise. Due to the sm aLL

samp le sizes , the unknown shape of the underlyin g distributions,

anc the p artia ll y exploratory nature of the stucy, a nonpara m etric

st atisticaL model was used. 
- 

-

Whenever statistics is employed to “prove ” that some

systematic effect ——in tnis case, a difference among the group s——

exists , it is important to measure the risk of error. This is

u suult y done by reportin g a s-f 4n i f-i ca n ce Leve l a CConover 71; p.

7 92 ,  w h i c h  r ep resen t s  th~ p ro b a b i L i t y  of dec id ing  tha t  a
systematic effect exists when in fact it does not. In the mode l ,

t he  hy, c t h e s ls  t e s t i n g  f~~r each program ming aspec t  was  regarded as
a separate i ndependent experiment. As a consequence of this

choice, the si~ ni ;icance L evel is controlled ano reported

exp er ime nt w fse (i.e., on a per aspect basis ). W hite the

- 
• a ss u mpt ion of lnci e~ ende rice b e tw e e n  such e x p e r i m e n t s  is not

L I  • - - - ~~• - ~~~~~~~~~~ -
•:~~~~~~~~~

- 
~~~~~~~~~~~~~~~~~~~~~ - -~~~~~
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en tirel y supportable, this procedure 1s v a L id as lo ng as
concL usions that couple one or more of these orogramm ing aspects

are avoi ded or pr operLy qualified. - In this study, statements

reg.rding int erreLatio n ships among aspects are made onLy within

the interpr etations in Section V.

Step 4: j~ fl.ç~ J ~ZQQ~hU!2

The research hypotheses must-be transla ted into statistically

tracta~.te form , calle d statisti cal hypotheses. A correspondence,

goverened by the statistical mode l, exists between 
-

appL ication—oriented notions in the research hypotheses (e.g.,

typ ica l performan ce of a programm ing team under the disci pLine a

methodology ) and mathematicaL notion s in the statisticaL

hypotheses (e.g., expected value of a random variabLe defined over

the population from which the disciplined teams are a

represen tative sample). Generally speaking, onLy certain

mathematicaL statements involving pairs of populations are

statistica l Ly tractable, in the sense that standard statisticaL

proc edure s are appLicable. Statements that are not directly

tra ctabl e may be broken down into tractable (sub)components whose

res ults are properly recombined after having been decided

indivi uua tl y.

In this study, the research hypothe ses are concerned with

directiona l differences among three programmin g environments.

Since the corresponding mathematica l Statements are n-ot directl y

tracta oLe , they were broken down into the set of seven statistical

hypotheses pairs shown below. The hypotheses pair

null: A l = AT = ~T al ternative: — (A l = AT = PT)

adcresses the existence of an overall difference among the groups.

However, due to the weak nondirectional alternative , it Cannot

indicate which groups are different or in wh at direction a

øi fference Lies. Standard statistical p ractice prescribes that a

success ful test for overal l difference among three or more groucs

be followed by tests for pairw ise differences. The hypotheses

pairs

4 .44 - -~ i-~~.
- - 
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nul l : A X = AT alternative: A l � AT or
A! ( AT or AT C A l

nuLL: AT = DT alternative: AT � DI or
A T ( DT or DT C A T

null: Al = DT alternative: A l � DI or
A ! ~ P T or DI  C A l

dduress the existence and direction of pairwi se differences

between g roups. The results of these pairwis e compar-Isions were -

- - 
useJ to ex p Licate the overalL comparison. Data collected for a

set of experim ents may often be LegitimateLy reused to “simulate ”

other cLosely reLated experiments , by combinin g certain samples

to~jether and ignorin g the originaL distinction (s) between them.

It is meaningfu l, in the context of this study #s exp erimental

design , to compare any two groups pooled against the third since

(1) A l and AT are both undiscip lined , while PT is disciplined; (2)

AT and DI are both teams, and Al is individua ls; and (3) under the

assumption that discip t inea teams behave Like individuaLs ——w hich

is port of the study #s basic premise—— , DI and Al can be pooLed

anc compared with AT acting as a control group . The hypotheses

pai rs

nuLL: A I+AT = PT aLternative: A I+A T � DI or
AI +A T C DI or DI C A I~ AT

null: AT+DT = A l alternative: AT+DT # A l or
AT+DT C A ! or A l C AT+DT

nulL: AI +DT = AT alternative: AX + DT � AT or
A I+DT C AT or AT C A I+DT

adoress the existence and airection of such pooLed differences.

The resuLts of these pooLed comparisons were used to corrobate the

overa ll ana pair .ise comparisons.

Thus, for any particuLar pro gramming aspect, the research

hypotheses pair corresponds to seven different pairs (nuLL and

aL ternative ) of scientific hypotheses. The results of testing

each set of seven hypotheses must be abstracted and organized into

one statistical conclusi on using the first research fram ework

discussea in the next step.

Step C :  1~~r~~ fr~~~ crk~

The research frameworks provide the necessary organizationaL

basis for abstractin g and conceptualizing the massive voLum e of

statistical hypotheses (anG statistical results that follow ) into

_ _ _- - ~~~~~
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a sma L ler and more intel lectualLy mana geable set of conclusions .

Three separate research frameworks have been chosen: (1) the

framework of possible overall comparison Outcomes fo r  a given

progra mming aspe ct, (2) the fram ework of dependencies and

int uitive reLationshi p s among the various programming aspects

consi dered, an d (3) the framework of basic suppositions regarding

expected effects of the experimenta l treatments on the comparison

outcomes for the entire set of programming aspects. The first

framework is employed In the statisticaL conclusions step because

it can be app lied in a statisticaLLy tractabLe manner , w h i L e  the
rema ining two frameworks are reserved for employment in the

research interpretations step since they are not statistica lLy

tractable and involve subjective judgement. -

Since a finite set of three different pro grammin g

en vironments (At, AT, and DI) are being compared, there exists the

following finite set of thirteen possible overaLL comparison

outcomes~.for.eac h aspect considered:

Al = AT = DI

A l C AT = DI) A! C AT C . DI
� A T = DI

AT = DI C A l) A ! C DI C AT

AT C DI = Al) AT C DI C Al
t DI = A X -A ! � AT � PT

DI = Al C AT J AT C Al C DI

DI C AX = AT ) ~7 C Aj C AT
~.DT * Al = AT

Al = AT C PT) ~l C AT C A!

There is a hierarchical Lattice of increasing separation and

directiona lity among these possibLe overall comparison outcomes as

shcwn in Diagram 2. These thirteen possibLe — overa lL comparison

outcom es compri se the first research framework and may be viewed

as pro~ iding a complete “ans w er sp ace ” for the questions of

in terest. It is clear that any consistent set of two—way

comparisons (such as represented in the statistical hypotheses or

statisticaL results ) may be associated with a unique one of these

three— way comparisons. This framework is the basis for organizing

and condensing the seven stat istical results into one statistical

concl usion for each programmin g aspect considered.

_______ ~~.
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Diag r 2. 1 Lattice of Possible Directional Outco.es for Three—way Co~parj son 

i.:

’

~~~~. .  
I AICATU D? AT—DT(A I ‘A? CDT-AI DT.AX<AE ‘ DUAI.AT AI.A?’CD? (partially

differentiated)

~
‘ AI<A?<D? AI<D?(AT A? D?CAI A?<AI<D? DT(&ICA? D?(AT CAI \ (cenpietely 

#‘ differentiated)

LB. The circles indicate which directional outcoaes correspond to the saae nondirectional outcome.

Diagr 2 .2 Lattice of Possible Nondirectional Outcomes for Three—way Comparison

A l .  A? • DT

-

~~~~~~
Al j’ AT • D? AT j~ PT • At PT j~ AX • A? (partially

different iate d

AZ ~I ~~~ j~ PT (completely
differentiated )

I 
_________

LA — —
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Since a large set of interrelated programming aspects are

- - bein g examined , i t would be desirab le to summar ize many of the

“per aspec t” hypotheses and results into statem ents which refer to

severaL aspects simuLtaneously. For examp le, average number of

statem ents per segment Is one aspect directly aependent on two

other aspects: number of segments and number of statements . Other

interreLationships are more intui tive , Less tractable, or only
- - 

- suspected, for example, the “trade—off ” between gLobal variables

ano forma l parameters. A simp Le classification of the programming

aspects into groups of intuitive ly related aspects at least

provi des a framework for jointly interpr eting thf correspond i ng

statist ical ~oncLusio~is in Light of the underlying issues by which

the aspects themseLves are related. The programming aspects

- 
consi dered in this study were classified according to a particular

set ~f nine hi gher—Leve l programm ing Issues (such as data variable

organization , for example) ; details are given in Section V,

In terpr etive Results. This second research framework is the basis

for abstratt lng and interpreting what the study s findin gs

in dicate about these higher—LeveL programming issues, as weLL as

explicitLy mentionin g several individual relationships among the

pro gramm ing aspects and their conclusions.

Since the design of the experiments, the choice of treatment

factors, etc., were at least p artially m otivated by certain -

genera l be liefs regarding software development (such as

discip Llned methodolo gy reduces software development costs , for

example ), it should be possible to exp licitLy state what

comparison Outcomes among the experimental treatments were

exp ected a pri ori for wh Ich programmin g aspects. A list of

prepla nned expectations (so—caLLed “basic suppositions ”) for the

outcomes of each aspect s experiment wouLd provide a framework 4or
evaluating how we lL the experimental findings as a whole support

the underlying generaL beliefs (by comparing the actua l outcome s

w i th the basic suppositions across aLL the pro gramming aspects).

Such a list of basic suppositions was conceived prior to

conductin g the experimen ts , and it constitutes the third research

framewo r k; detaiLs are given in Section V, Interpretive Results.
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This frameiork is the ca~ is for interpr eting the study #s findings

in terms of evidence in favor of the basic supp ositions and
general oeliefs .

Step ~.: ~aL1~L1T~O~~
j  2~2 1c1D

The exp erimentaL design is the plan or setup according to

which the experiment is actually conducted or executed. It is

basec upon the statistical mode l, and deals with pr acticaL issues

such as experimentaL units , treatment factors and Levels,

exp erimenta l Local contro l, etc. The experimenta l design emp Loyed

for this study has been aiscussea in considerable detail in

Section II, Specifics.

Step 7: ~~~~~~ ~~~

The pertinent data to carry out the exp erimental design was

cotLectea and processe d to yield the information to which the

st0t isticaL test procedures were applied. Some details of this

execution phase are given in Section II, Specifics.

S t p  ~: j~~ j~~j I~~ i ~~~~~~~~

A statistical test procedure is a deci sion mechan ism, founded

upon genera l pri nci p Les of mathematical probability and

co~ oina tor ics and upon a specific statistical modeL (i.e.,

req uirin g certain assumptions ), which Is used to Convert the

statistica L hypotheses together with the collected data into the

st~~t l st i ca l resuL ts. As dictated by the statistical model, the

statistica l tests used in the study were nonparametr ic tests of

hom ogeneity of populations against shift alternatives for smalL

samp l es. ,~onpar ametr ic tests are slight ly more conservative (In

re jectin g the null hyoothes is ) than their parametric counterparts;

nonparame tr ic tests genera lly use the ordinaL ranks associated

w ith a linear ordering of a set of scores, rather than the scores

t hemse lves, in their computational formuLa s. in particuLar, the

standard Kru ska l— Wa lli s H—test tSie gel ~6; pp. 184—193 ) and

___________ —- 
-

~ -
— ____ i__ - -  
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rlann—W hitney U—test £Sie;el 56; pp. 116—127) were emp loyed in the

stot i stical results step . Ryan~ s Method of Adjust ed Si gn i f i c a n ce
Levels (Kirk 68; pp. 97, 495—497), a s t an dar d p roce du re f o r
controLling the exper im entw ise significance level when severa l

tests are performed on the same scores as one experiment, was also

emplo yed in the statisticaL conclusions step.

The Krus ka t—Wa ll is test is used in three—sample situations to

test an X = V = Z nuLL h ypothesi s; its test statistic is comp uted

as
H = 12* ((Rx*Rx/nx )+(Ry*Ry/ny + (Rz*~ z/nz )/t(n)*(n+1fl — 3* (n+1)

where R x , Ry, and  Rz are the respective sums of the ranks for

scores fro m the X, Y, anu 1 sampLes; n equals nx+ny+nz ; and nx ,

ny, an~ nz are the respective sample sizes. The Mann— u~hitne y test

is used in two—sample situations to test an X = V null hypothesis;

its test statistic is computed as

U = min( nx*ny + nx* (nx+1)/2 — Rx ; ny*nx + ny *(ny+1)/2 — Ry )

where Rx , Ry, nx, and ny are defined as before.

For every statistical test, there exists a one—to—one

mapp ing, usual ly given in statistical tables, between the test

statistic ——whose value is comp leteLy determined by the samp le

data scores—— and the critical Level. The crIti caL LeveL a
(Conover 71; p. ~13 is defined as the minimum significance Leve l

- -
~ at which the statistical test procedure would allow the null

hypothes is to be rejected (in favor of the alternative ) for the

given sample data. Thus criticaL level represents a concise

standar ized way to state the full resuLt of any statistical test

proce dure. Two—tailed rejection regions are appLied for tests

Involving nondi rect ional  a l t e r n a t i v e  hy p o t h e s e s ,  and one—ta i l ed
rejection regions are app Lied for tests involving directional

alt ernative hypotheses, so that the stated critical LeveL always

pertains directly to the stated alternative hypothesis. A

decision to reject the null hypothesis and accept the alternative

is mandated if the critical Leve l is Low enough to be tolerated ;

otherwise a decision to retain the null hypo’hesis is made.

____________________________ 
__________  

-
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The Ryan~ s proc edure is used in situations invoLving muLtiple

p ai rw i se comparisons , in order to pr operly account for the fact

that each pair w is e test is made in conjunction w ith the others,

using the same samp Le aata. The indi viduaL critical leveLs &
obta ined for each p airwise test in isoLation are adjust ed to

prope r exper im en tw ise critica l LeveLs ~~ via the formula
= ((r+1)~~kI2~ *

where k is the total number of samples; and r is the number of

(other) samples whose rank means faL l between the rank means of

the p a rt i c u L a r  pair of samples  being compared.  A s imple “min imax ”
s tep  — — t a k i n g  the max imum of the s e v e r a l  a d j u s t e d  p a i rw i se
c r i t i c a l  L e v e L s ,  plus the o v e r a l l  com par i son  c r i t i c a l  L e v e L ,  w h i c h

— are alt minimum signif icance levels—— completes the procedure,

y ielding a s ing le c r i t i c a l  Leve l  a s s o c i a t e d  j o i n t l y  w i t h  the
overall and pair wi se comparisons.

These tests and procedures appLy straightforwardly when

differences in Location are considered. A s L i - ~ht m o d i f i c a t i o n
makes them app L icab Le for differences in dispe rsion: pr ior to

rankin g , each score value is simpLy replaced ~y its absolute

deviation from the corresponding within— group sampLe median

(Nemenyi et al. 77; pp. ~66—2~ O). It should be noted that this

mocif ica -t ion results in onLy an appr oximate method for soLving a

toug h s t a t i s t i c a l  prob lem , name ly ,  t es t i n~ w h e t h e r  one popu la t i on
is more variable than another CNe inenyi et at. 77; pp. 279—2°3).

The m o d i f i c a t i o n  is not s t r i c t l y  s t a t i s t i c a L L y  “kosher ” in the
general  c a s e  (i t  we akens  the power of the tes t  p rocedures  and can
y ield inaccurate criticaL LeveLs when testin g for dispersion

d i f f e r e n c e s ) , but e v e r y  o t he r  a v a i L a b L e  me thod  a l so  has se r i ous
L i m i t a t i o n s .  Th i s  method has been sho .~n to p o s s e s s  r e a s o n a b L e
a c c u r a c y  as Long as the unoe rt y i ng  d i s t r i b u t i o n s  are f a i r l y
s y m m e t r i c a l  and it adapts  e a s i ly  to the  st udy s t h r e e — w a y
compar i son  s i t ua t i on .

S t e p  c: ~~j~~Jç~ j

s t a t i s t i c a l  resuL t  is essen t i a L L y  a dec is ion  reached  by
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apptyin 3 a statistical test procedure to the set of collected and

refine d data, re gard i n g which one of the corresponding pair (null ,

alternative ) of statistical hypotheses is indeed supported by that

da ta. For each pair of statisti cal hypotheses, there is one

statistical result consistin g of four components: (1) the null

hypothesis itself; (2) the aLternative hypothesis Itself; (~~) the

cri ticaL level, stated as a pro babiLit y vaLue between 0 and 1; and

(4) a decision either to retain the nulL hypothesis or to reject

it in favor of (i.e., accept ) the alternative hypothesis.

ey convention , the null hypothsis purports that no systematic

difference appears to exist, and the alternative hypothesis

purports that some systematic difference seems to exist. The

cr itical level is associated with erroneously accepting the

alternative hypothesis (i.e., cLaiming a systematic difference

wh en none in fact exits). The decision to retain or reject is

reached on the basis of some toLerabLe Level of significance., with

which the crit ica l leve l is compared to see if it is Low enough .

In cases where a null hypothesis is rejected , the appropri ate

directional alternative hypothe sis (if any) Is used to indicate

the direction of the systematic difference, as determined by

direct observation from the sample medians in conjunction with a

one—tai led test.

Conven tional prac tice is to fix an arbitrary significance

Level (e.g., .05 or .01) in advance , to be used as the tolerable

Level; cri tical LeveLs then serve onLy as stepping— stones toward

reac hing decisions and are not reported. For this partia lLy

expLoratory study, i t was deemed more appr opriate to fix a

tolerabLe leveL only for the purpose of a screenin g decision

(which simply purges those results with intolerab ly hi gh critical

LeveLs ), an d to carry the actual critical leveL along with each

statistical resuLt. This unconventional pra ctice yields

statistical results In a more mean ingfu l and flexible form , since

the si g nific ance or error r 4sk o f  each result may be assessed

in d ividually, and resuLts at other mo re stringent significance

le veLs may be easil y determined. Furthermore , th e n e c e s s a r y 

~~

-‘ -

~~ ~~~~ 
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information is retained for pr op erly recombinin g multiple related

results on an e xperim entw ise basis in the statistical concLusions

ste ,.

Inc tolerabLe Leve l of si gnificance used throughout this

stuJy to sceen critical Levels was fixed at under .20. Althoug h

fair l y high for a confirmatory study, it is reasonab le for a

parti aL l y expLoratory study, such as this one, seeking to discover

even sLi g ht trends in the data. A critical leve L of .20 means

that the odds of obtaining test scores exhibitin g the same degree

of difference, due to random chance fluctuations alone, are one in

five.

As an example, the seven statistical results for Location

comparisons on the programming aspect STATEMENT TYPE C0UNTS~ IF are

shown below. (‘~.3. The asterisks w ill be expLained in Step 1’~.)

null alternative critical (screening )

Al = AT = PT — (Al = AT = PT) .06t0 reject
A l = AT A ! C AT .C465 reject
Al = DI A ! � DI ‘.9999 retain
AT DI DI < AT .0111 reject

A I-’AT = DT DI < A 1+A T .08!4 reject *
A I-+DT = AT A 1+DT < A T .00~ 9 rejec t
AT+DT = A ! AT+DT � A l .33~ 2 re ta i n  *

Observe that the stated decisions simply reflect the ap p lication

of the .2~ tolerable LeveL to the stated critical levels. PesuLts

under more strin gent levels of signifi cance can be easily

determi ned by simp ly app lying a Lower tolerable Leve l to form the

decisions; e.g., at the .C5 significance LeveL , only the Al ( A T ,

Dl < AT , and AI +DT < AT alternative hypotheses would be accepted;

only the A I+DI < AT h yp othesis would be accepted at the .01 LeveL.

St ep 1Z~: SI i~~U~~ j ~2~~~~~ 1Q 0.~

The volume of statist i ca l results are oroanized and condensed

into statistical conclusions according to the prearran ged resea rch

fr amework (s). A statistical concluson is an abstraction of

severoL statisticaL resu lts, but it retai ns the same statistical

character, havin g been derived via statistically tractable methods

anc possessin g an associ0ted criticaL level.

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
~~~~~~~
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SpecificalL y, the first research framework mentioned above

was employed to reduce the seven statistical results (with seve n

indiviuua l critical LeveLs ) for each programm ing aspect to a

s i n g le stat istical conclusion (with one overall critical level)

for th at aspect. The statement port i on of a statistical

concL usion is simply one of the thirteen possible overall

comparison ou tccmes. Each overa lL compari son outcome is

associa ted with a parti cular set of statisticaL resuLts whose

outcomes support the overa ll comparison outcome in a natural way.

For example, the DI = A ! < AT concLusion Is as sociated with the

foL lowin~ resuL ts:

reject A ! = AT PT in favor of —CA ! = AT z PT),

re ject A ! = AT in favor of Al C AT,

retain A! = DI,

reject AT PT in favor of DI C AT , an d

reject A I+DT = AT in favor of Al+DT C AT.

Si nce the other two comparison s (Al+AT versus AT, A T+DT versus AX )

are in a sense orthogonal to the overall comparison outcome

(DI = A l C AT), their results are considered irrelevant to this

conclusion. The chart in Diagram 3 shows exactly which results

are associated w Ith each conclusion: the relevant comparisons, the

null hypotheses to be retained, and the alternative hypotheses to

be accepted. The cther portion of a statistica l conclusion is the

critical Level associated with erroneously accepting the statement

portion. it is computed from the indivi oua l critical leveLs of

cer tain germane results.

A simple deterministic algorithm, based on the chart in

D i a~,ram 3, was used to generate the statist ical conclusions (and

compute the overall criticaL level ) automatically from the

statistical results. For each programming aspect, the algorith ir

comp ared the actua l results obtained for the seven statistical

hypotheses pair s with the results associated with each conclusion ,

searc hin~ for a ma tch. Ryan s procedure was used to properly

combine the individu a l critical LeveLs for the overall result and

the relevant p a- Irw ise results, by adjusting them via the formula

ano then taking their ma x imum. The critical Levels for the —

i i  -
:-

~~



— - - — - 
— --.~~ -~~-~~

-
~~ 

,.—
~‘-~-=z_-—-~-—— _ -_--

~
- -

~
.- --

~~‘=~~~~~ 

~~~

-- - - — - --——--- - - - - -
-
- --

~~~~

- -

~~~~

- -

TR-688 Diagram 3 36

4,
.0.c o -, — — —~ Is a < a a

m c  m >~. ~. ii 4. y 4. • v
4, 4i 3 C .0 1 I. * • ~ I- I- I- ~ * I-

£ Is is < a  < <a  0
.0 0 * ’  C 4’ V 4’ V V 4 4
.~ .pi UI .0 0 I-

‘0 •.- *1 .~~ I < <
3 *‘ C UI ~ UI

— Ull C Is 4, 3 3 I -
CI ‘0 is .0 I— I p.- p- p- s— p-.
01 4,~~~~~ ‘0 U * I a < < a  a
u-I *‘ 4 a 0 0 4  C U I 4 V V • v
VII Is -s 41 0. is 0 p.- I * ~.‘I 1 4 4 * ‘.4 PI — P
31 SI C ~. is u a I 0 0 <  < a

U I.. u- .0 4 I V 4 4 V V 4’
ul 0 is -~ ‘-~ I P.- I- I-
Cl U) 4s — 0 <
0$ UI 0 41 UI 3 $

i s C~~~~~ 3 UI C I
C -‘ I— I I— I— I— i— I-. I—

4~ C 4, 4, a I < a a a <
Cl &. 0.0 41 is .0 II $ 4’ V V V 4 4
ml is IA .0 I— I * ‘P ~~ 1— 1 — —~

.u- — — I. < - l < < < <
U)~~~~. U) 4~ .0 4 I V + 4  + V V

.51 4.d ~~ 3 1- ~s .‘l I I- ‘~~ ‘-4 “I I— I-.
—4 .

~~ 0. ~ 4, u- •u- < i 0 <  < ~ a C.
31 3 Is 3 1. 3 I f 1
IflI UI 0 4-’ 4’ U UI I
41$ 4, u •‘- I.. ‘0 ..a I —

5.. 4 , 4 1 4, I- I 3 P -  I- I— $‘- $- P.- P.- P- P- P- I-
‘5 is 3 a I ‘ 5 0 0 0<  < 0  a < a  a < <

5.4 -‘ 4 , 3 . 5  is in II I ~~ II II V V V V V V V V V V
0$ 45 VI 3 4, I— I 4’ I— I- I- I— P.- 5— 5 P- I- — I-• ~—
*.$ U 4, 4, UI )i. U I. < I ‘ 0 <  < <a  a < < a  < <a  a

~ 4.. 0 I ‘~~
1 *‘ is ~, is UI UI

1.4 VI U .0 SI VI P.- I u-S P.- I- I-S I- I— I— ‘-4 5— 0-4 5-4
iii •u- •u- 3 0. •’ Is 0 I a < a  a < a  a a < a  < <
CI .-‘ ‘o c m  II I V V It SI V V V V V V V V
~at €5 C U) Is A So — I I-. 1 — -‘ — - ‘-S I— — — I—

is . —  i.. < I < a  < <a  < < .< a < a  a
Cl UI is ‘ 0 .’  is I
.34 .~~ SI 4 1 0  I
“5 .0 UI 0. 4-’ C )~. 

P.- I I- -e o-. I— P.- I— I— I- o-e I- u-s

.55 0. ~~. SI .< I < < < .< .< < < < .< .< .< .<
isI ‘u- I. 4 4 1 0 . 0  II I V V V V I I  IS V V V V V V
‘u-I .0 5, U V s-S u-i I— p.- ~~ -l — i-i — I— 5 5-4
UI 3 is UI U < < < < < < < < < .<
OS UI 4 5 v )  C
54)4 VI is UI 4-. 4,

.14 SI 4, -~ .0 I _ — _ -~ p~ _ .e

<I •u- C .0 .c 3 5— I p- I- I— P.- i— s— p.- p.’ P.. p.- p- 5-
‘s- < is vi a a a a a a a a a a a a a

0 0 41 4- II II II II It II II II SI It II It II
• 0. is I.- UI 1 5— P.- I— I— 5— I— — I— p— P—.

4, • >. C < < < < < < < < < < < < <
0 C .0 ~I) 0 II II SI II II II II SI II II II II ‘I

E 54) 0 u- 0 u- ~~~ S 1  5-4 I-I 5-4 5-4 5 4  5-4 — 0.-i P-i P-i 5-4
-5 •i— —‘ UI .dI < < < < < < < <
5.. UI Si is 3 — — — — — ‘ ~
JI 1 . 3 3 . 0  I I I I I I I I I I I I I
S 5 — ’  C . ’  ~ U

.g u —

a u C S~~~0 i s o
0 £  >.. U

C) U — .0 ~ - I— p.. ~ s ‘-4 5 - P - I - ) —  I- “4 I— 5— ‘-I
c .~ < ..

~ ~~ .~ < <a
4, C

3 5  C 3 3 0 II II V It V II V V V V V V V
o U 0 •u- . C

-u- ~— — ‘0 I • UI P.- I— 5— I— — ~~ p— p.. ~~ 5— u—s —~ P.’
is U) 45 4~ C is 3 < < a  a < < < <a  a

O VI 3 C is 3 .is -d
~ - •u- .~~ I.. U C 3 U I S V  II V II V II V V V V V V

~~ U S C
Si 1 C dl .— 0 ‘—4 P.4 1 5’— 5- P.- 0 4  P4 4 )— P. P —
.0 ss 0 - ’  SI £ S I  < < < <a  a < < < < <a  a
5’- VI U 15 1..~ ‘0



r ‘ —.a- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~~~~~~~~~~ - ~~~~~~~~~~~~ -W - - 

~~~~~~~~~~~~~~~

TR— 688 Section III

relevan t pooled results were factored in via a simp Le formula

baseo on the mu lti p l icat ive rule for the joint pr obabi lity of

independent events.

C on t i n u l n ~ the exampLe started in Step 9, the statistica l

results shown there for Location coøparlsons on the STATEMENT TYPE

COUNTS~ IF aspect are reduced to the statistical concLusion

DI = A! C AT wi th .0780 critica ~t level overaLL. The five resuLts

no t marked with an asterisk In Step 9 match the five resuLts

assoc iated above with the DI Al .< AT outcome. (Note that the

other two marked results represent comparison s which are

irrele vant to this conclusion. ) The .0465 and .0111 critical

levels for the two pa irwise differences .rc adjusted to .0697 and

.0332, and the m ox imum of those adjusted values plus the .O6!~
over aLL difference crit ical LeveL is .0697. The relevant pooled

comparison cr iticaL Level of .0089 is factored In by taking the

complement of the products of the complements:

1 — CCI — .0697)*(1 — .0089)L_ = .0780

Thus, the statisti cal concLusions are in one—to—one

correspondence with the research hypotheses and provide concise

answers on a “per aspec t” basis to the questions of interest.

Further detaiLs and complete Listing of the statisti cal

conclusions for this stuUy are presented below in Section IV.

Step 11: 3~ tU~b ~D.IUPLt111i2~~

The final step in the approach i-s to interpret the

statistical conclusions in view of any remainin g research

fram ework (s), the researchers intuitive and professiona l

ex~ ecta t-ions , and the work of other researchers. These research

interpre tations provide the opportunity to augment the objective

f i n ø i n ~ s of the study w ith the researcher #s own subjective

jud gmen ts asia interpretations. The second and third research

fra meworks mentioned above ——namely, the intuitive relationshi ps

amon; the various programmin g aspects and the basic supposition s

governing their expected outcomes—— were considered import ant.

_____________________________________________________________________ - - - -— ~-
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However th.se particular research frameworks can only ~e util i zed

for the research interpretations, since they are not amenable to

ri~ oro~ s mani pula tion. Nonetheless, within these frameworks which

dre based upon intu itive understand ing about the programming

aspects an~ sof tware deveL opment environments Under consideratio n,

- 
- the study bears some of Its most inte resting results and
- implications. Complete Uetails and discussion of the research

in terpretat ions of this study appear in Section V.

I ‘ — I
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IV. Q~.atcU~t ~~L1~

This section reports the objective results of the study,

namely, the stat i sticaL conclusions for ea ch p rogramming as p ect
considered. The tone of discussion here is purpo seLy somewhat
disinterested ana anaL y tica l , in keepi ng with the e m piricaL and
statistical character of these conclus ions. A LL inter pr etive
discussion is deferred to Section V.

Each statisticaL conc lus ion is expressed in the concise form
of a three—way comparison outcome “eauation.” It states any

observed differences, and the directions thereof, among the

pro grammin g environments represented by the three groups examined

in the study: ad hoc individua ls (AZ), ad hoc teams (AT), and
disciplined teams CDT). The equaLity A l AT Dr expresses the

nulL concl usion that there is no systematic difference among the

;roups. An inequality, e.g., Al C AT DI or, DT C A Z C AT ,

expresses a non—null (or aLternative ) concLusion that there are
cer tain systematic difference (s) among the groups in stated

direction (s). A criticaL Level. (or risk) value is also associated

with each non—nuLL (or aLternative ) concLusion , indica ting its

indivi dua l reliabil ity. This vaLue is the probability of having

erroneousl y rejected the nulL concLusion in favor of the

alterna tive; it aLso provides a relative index of how pronounced

t h e  d i f f e r e n c e s  were  in  th e samp le data.

The remainder of this section consists of (a) presenting the

full set of conclusions, (b) evaluating their impact as a whole ,

Cc ) exposing a ‘ rela xed differentiation ” v iew of the conclusions ,

C d) exposing a ‘dlrec tionless ” vie w of the conclusions, and Ce)

Indiwiiuat Ly h i ghL i ght in~ a fe w of the more noteworthy

conclusions. -

Ins tances of non—null (or alternative ) conclusions indicating

i—-- - -
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sotr e distinction among the groups on the basis of a particular
prc,,ramm in~ aspect are listed by Outcom e in TabLes 2.1 (for

LocdtI on comparis ons ) ort u 2.2 (for dispersion comparisons ). A

compl ete item i zation of these distinctions, in English prose form,

ao~ ears in Appendix 2. The comp lete set of statistical

con clusions for ooth Location and dispers ion comparis ons appears

in TabLe 3 arranged oy pr ogrammin g aspect.

Examination of Table 3 immediately demonstrates that a large

numD er of the pr ogrammin~ aspects considered in this study,
especially product aspects, failed to show any dis tinction between

the ~ rou~ s. This (00 “yield” is not surprisin g , especiaL ly among

prod uct aspects, and nay be attributed to the partially

exploratory nature of the study, the small sample sizes, and the

genera L coarseness of many of the aspects considered. The issue

of these null outcome occurrences and their significance is

treated more thoroughly in the next tubsection , Impact Evaluation.

It is worth noti ri~~, however, that several of the nuLl

conclusions may indicate characteristics inherent to the

app l icat ion itself. As one examp le, the basic sym boL— tablelscan !

pars elcode—generation nature of a comp iler strong ly infLuen ces the

way the system is mo duLarized and thus practicaLLy determines the

nun~oer of modules In the final product (give or take some

oc cassional sli ght variation due to other desi gn decisions ).

~~2~~X ~~ J~~1i~o

These stati stical conclusions have a certain objective

c haracter ——s ince they are statisti caL l y inferred from empirical

data —— and the ir collective impact may be objectively evaluated

acc~~rdin~ to the folLowing statistical principLe Clukey 69; p.

E 4—552. Whenever a series of statisticaL tests (or experiments )

a re made, aLl at a fixed Leve l of significance (for example, .1),

a correspondIn g percenta je (In the exampLe, It’Z) of the tests are

expected a priori to reject the null hypothesis in the complete

absence of any true effect (i.e., due to chance alone). This

______________________________________________________________________________________________ - ~~~~~ ~~~ - 
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Table 3. Statistical Conclusions

LB. A simple pair of equal signs C s • ) appears in pl ace of the null
outcome AX • AT • DT in order to avoid cluttering the table excessively.

I location I dispersion
I programming aspect I comparison scritical l comparison scritical l

- I Outcome s level I outcome level I

development process aspects i i I -

I •••BBSB•B B•BB••B•BBB • B B BB B B • I •. BB.......B. ~ .~~~~~•s• BB ~~~~~~~~~~~~~~~~
I CONPUTER JOB STEPS I DT < AX • AT * 0.0036 I B •
I MODULE COMPILATIONS I DT < Al — AT : 0.0223 I s •

I UNIQUE UT < Al s AT * 0.0110 I B

I IDENTICAL I • — 4 B S 4
I PROGRAM EXECUT IONS UT ( AX — AT 0.0221 I • —
I MISCELLANEOUS UT ( Al • AT 0.1445 I AT • UT < Al * 0.0775 

‘—__ _ ‘_ ‘_ * _ , I 
IES SENTXAL JOB STEPS DT < Al • AT * 0.0037 I • B
IAVERAGE UNIQUE COMPILATIONS PER MODULE UT < Al B AT : 0.0883 I • B
I MAX UNIQUE COMPILATIONS F.A.O. MODULE DT < Al B AT 0.1180 I U? ( AX < AT 0.0514
BSSBBSSB BBB B BBSSBSB BBBBS BBBBBB BBBBSB BBBBBBBS BBSB 4 BBBBBBBB I BS BBBB UBBB 5 BBB BB

IPROGRAM CUANGES - DT < AX < AT * 0.1848 I . B *
final product aspects :
•~~~~B B B B B B B S SB B B B B B ~~~~~~~~~BBBB BBBSSSSB BBBB BBBBBBBSS : BSBBSSB I SBBBBBBBB BBB 4 BB BBBB

NODULES B B 5 B — 4
• B B B B B B ~~~~~ B B B BBBS•BB BSBB BB BSSB SBBBUB BBBB~~~ 4 SBBB BB ...BSBBB.B SBBB : B B B B

ISEGMENTS Al < AT B DT : 0.0634  •  
—_   :——_———— —_ — 4— — 

ISEOMEN ? TYPE COUNTS S
FUNCTION I B B 4  B

PROCEDURE I • S 5 B B 5

SEGMENT TYPE PERCENTAGES :
FUNCTION • B 4 B B

PROCEDURE B B 4 I — B   
——————— :—————— — l —————————— ————: 

AVE RAGE SEGMENT S PER MODULE — — a I UT B Al < AT 0 0218
•BB BB•BBBSB•B BB B B B B B B S B B B B BS • B B SB B B BB) BSBB SBB B BBBBB SBBSBBS BB SBSBB

LINES Al < U? < AT 0.1194 B —

BSB BSBBBB•B B SBBB BBBBBBSBSBBSBB BB. I BBBBBB•B SBBSS 5 BSBBB•BB BBB BBBBBB.BBB : BBS*BBB

STATEMENTS I B • I AT < DT B AX : 0.1954    
—1 — 

STATEMENT TYPE COUNTS I
45 B S 4 B 4

IF UT • Al < AT : 0.0780 B B 4
CASE  — S B • :
WHILE B B 

~ 
B B 5

EXIT B — 5 B B 4
(PROC)CALL B — 4 UT < Al B AT 0.0325 I

NONINTRINSIC  • DT < Al B AT 0.1862
INTRINSIC DT B Al < AT : 0.1732 • 5 1

RETURN UT B Al ( AT : 0.0860 UT < Al ‘C AT a 0.1398 I   _————- -  _ _ _ _4__  
STATEMENT TYPE PERCENTAGES * I $

5 • • — B 5

IF UT — AX ‘C AT a 0.1069 5 B 4
CASE B B 4 B B 4
WHILE J — — S — — S

EXIT B B 5 5 B
(PROC ) CALL B B 4 B S

NONINTRINSIC B B B
INTRINSIC • • • a :

RETURN B B 5 UT S Al C AT : 0.0401 
-I —------- $ ------ 

AVERAGE STATEMENTS PER SEGMENT I AT • DT ‘C AX 0.1706 B — *I ••SBSBSBSSB•S S•BBB SBBSBSRSBBSSSSBBS SB I • SSSSBBBSBBBB * B • S SB B  BBSSBSB•BSBSSS 4 BSBSS SS

IAVE RAGE STATEMENT NESTING LEVE L I • 5 B B *
I •BSBSSSSSS BBSSSSSS SSBBBBSSSSSBSBSSSSS •SBSBSSSSSSBBB 4 SS BBB BB •SBSBSBSBBBSB • * •BSSBSSB

IDECISIONS I UT • Al ‘C AT a 0.1468 • B 5
I BBSBSBBSBBSBSSBSBBBB SSSSS SSBSS SSBSS I BSSBBSBSSBB•~~~~ * 

BSBBSBBB BSSSBBBBSBSBS * SBSBSBSS

- - _____________ - - 
_ _ _ 7
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SBB SSS5SBBBBBB BBS S~~BSBSBB SSS S•BB U I BBB•BBSBB SBB BBSSSBSB BB•S•S B BB BB4 S BSSBB

FUNCTION CALLS I • — • *
NONINTRINSIC I • — - — :
INTRINSIC I • — * — S *

SSBSBSBBSSSB*SSSS SB5BSS5BCBSBBSBSB SU SBBS55SBSBSBB• 5 S SSBSU •BsBBBSBaSB •ss 
~ 
•BB BSB

TOKENS I - — • ~~ a
AVERAGE TOKENS PER STATEMENT I B AX a A? ‘C DT 0.106 1
ss.BBS BBBSSBS.SSB BSB BB BBSSSBBBS BS BB I S*BSaS SB SBS * •5S BSB BBSBBSSB BSBBB ; BBBSB SB

I INVOCATIONS I • — AT • DT C Al a 0.0206 I
I FUNCTION I — • * — a $
I NONINTRINSIC I — — a — —
I INTRINSIC I — • a — — a I
I PROCEDURE I — • : UT ‘C AX • AT a 0.0325 I
I NONINTRINSIC I • — DT ‘C Al — AT * 0.1862 I - 

-

I INTRINSIC I UT B Al ‘C AT a 0.1732 — I
I NONINTRINSIC ~ * AT — DT ‘C Al a 0.0510
I INTRINSIC DT — Al ‘C AT : 0.0435 — — a

AVG INVOCATIONS PER (CALLING ) SEGMENT — — — • I
I FUNCTION ~ — a B — I
I NON INTRINSIC — — a — s a I
I INTRINSIC * I
I PROCEDURE — • • — : I
I NONINTRINSIC S S 

* S I
I INTRINSIC ~ — a UT ‘C Al B AT * 0.0653 I
I NONINTRINS IC I AT • UT ‘C Al a 0.1699 a I
I INTRINSIC • — * • • : I

IAVG INVOCATIONS PER ( CALLED) SEGMENT A? • UT ‘C AX ; 0.1699 s • 
I

I FUNCTIO N AT — DT ‘C Al a 0.1936 AT ( UT B Al 0.1411 I
PROCEDURE ~ • a I ~ S

S•* SSSS SBB BSBSBSSSSBBBSBSSSBBBBB BSBS• SBBBS SB BSS •BBBB S5~~ • B B B* BS BS BSB SB B

DATA VARIABLES AX C AT • DT a 0.0698  • *
I —~~—— ~~~~~~~~~~~~~—~ 
1DA1’A VARIABLE SCOPE COUNTS
I GLOBAL AX < AT — UT a 0.1476 Al • AT ‘C UT $ 0.1241 I
I ENTRY - — — * • - a I
I MODIFIED • — * • ~ a I
I UNMODIFIED s B 5 ~ S a I
I NONENTRY I — B 4 B S : I
I MODIFIED ~ $ • —
I UNMODIF IED a — ~ I
I MODIF IED AX ‘C AT • DT * 0.1614 I • ~ : I

UNMODIFIED — — * I • *I NONGLOBAL - - I — — a I
I PARAMETER A X ‘C AT ~ UT a 0.1271 I Al ~ AT ‘C DT * 0.1061
I VALUE — _ . I a —

— I REFERENCE a B : Al C AT • UT 0.0199
I LOCAL ~ — $ I • —
I ————— a ——— — — ——— I a 
I DATA VARIABLE SCOPE PERCENTAGES a a

GLOBAL ~ • I AX - AT C DT $ 0.0750
ENTRY — • a I — — a

MODIFIED • • $ I —
UNMODIFIED — • * B *I NONENTRY - • $ — • * I
MODIF IED — • UT C AX ~ AT * 0.0218
UNMODIFIED B B 

* - 5

I MODIF IED — — a — — a
UNMODIFIED — • I — —

NONGLOBAL - — — : AX • AT C DT * 0.0750
I PARAMETER Al ‘C AT a UT * 0.1507 Al ~ AT ‘C DT a 0.0557

VALUE — — $ Al ~ AT C UT a 0 .0943
REFERENCE I • • a AX ‘C AT a DT a 0.1529

LOCAL I AT ~ 0? C AX 0.1090 ~ 
I —: 

AVERAGE GLOBAL VARIABLE S PER MODULE I 5 $ — *
I ENTRY I — —I NONENTR Y I • * — - *

MODIFIED — — * UT — AX C AT a 0.1100
UNMODIFIED I 5 * ~ ~ 1 

I ———— ——— — — 

AVERAGE NONGLOBAL VARIABLES PER SEGME~1T I - — * - - a
PARAMETER I Al C AT • UT $ 0.1748 — — *
LOCAL I • • B B *

- 
~- S •SSSS •.aSS .aSS.as S aSaa.S SSSUSS I •55S 5 S5B5554 5 5 5  •B 5S5•SSBB BB4 BB SSB

~S~
- ’L~ ~J
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I •SBSSSB •S. 5 a 5 5 5• B B S SB S R B • B S • S SB B• S  I ~~~~~~~~~~~~~~~~~~~~ * •~~~•~~~~• B•BSS S5 B BS I
IPARAMETER PASSAGE TYPE PERCENTAGES I $ I a I
I VALUE I • — a I AX C AT — U? a 0.1606 I
I REFERENCE I — • * I AX < AT • UT * 0.1606 I
I s B ~~~~~~~~~~~~~~~~~~~~ B S s 5 a~~~~~~~a S S S S S S B S  •_ _ s _ _ a _) BSSSaBB SSSBB 4 SBSBS SS

I (SEG,GLOBAL) ACTUAL USAGE PAIRS I 5 — $ - I • — * I
I ENTRY I • • $ I • — * I
I MOPIFIED - I — — * I • — a I
I UNMODIFIED I s a I — — : I
I NONENTRY 1 — — * I • a I
I MODIFIED I — • * • •
I UNMODIFIED I B B $ 5 B 4

MODIFIED I — — $ AT ‘C U? • Al a 0.1061 I
UNMODIFIED I ~ • a — a 

— — ——— J ——— —a —————— ———————— t—— 
(SEG ,GLOBAL) POSSIBLE USAGE PAIRS I Al ‘C AT — U? a 0.1227 Al ‘C DT C AT a 0.0523

ENTRY I ~ • a ~ -
MODIFIED I a - : — a
UNMODIFIED I • — a I —

I NONENTRY I • — * I Al ‘C AT DT : 0.0786
I MODIFIED I • • : I UT — Al ‘C A? a 0.0510
I UNMODIFIED - I — a 1 Al ‘C UT C AT a 0.1727
I MODIFIED I — • $ I B B

UNMODIFIED I — • $ I — ~ a ----- —--- —---I----—----——a-—-----I---- a 
(SEG ,GLOBAL ) USAGE RELATIVE PERCENTAGES I • ~ a I — • *

ENTRY I AT < DT ‘C Al a 0.1173 I — ~ a I
MODIFIED I AT C UT ‘C AX a 0.1232 I • • : I
UNMODIFIED I — — a I • — a I

I NONENTRY I — - — * I — • a I
I MODI FIED • — a — ~ a I
I UNMOD IFIED AT ‘C DT • Al * 0.1546 — — a I
I MODI FIED — • a • • a I
I UNMODIFIED — • * • ~ 5 1

SB~~~~~ 55BB5 55 SS S 5BB5~~~~55 SB •B5 • • SSBSBS SBSB * SSSBSBB .aa BaSaB*SSBB ; I
I (SEG, GLOBAL ,SEG) DATA BINDINGS * * I
I ACTUAL — a 

* — : I
I SUBFUNC?IONAL — — a • a I
I INDEPENDENT — — * Al ‘C AT — UT : 0.1963 I
I POSSIBLE DT B Al ‘C AT a 0.1861 DT • AX AT a 0.1529
I RELATIVE PERCENTAGE — — a — a I

I

~~~
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ex;~ cted rejection percenta ge provides a comparative index o f  the

true impact of the test resu lts as a whoLe (in the examp le, a 2~~%
actua l rejection pe rcentage wou ld indicate that a trud y

si gnif i cant effect, other than chance atone, was operative ).

The point here may be ilLustrated in terms of sim p Le

coin—tossing exp erim ents. The natu re of statistics its e Lf

dictates that, out of a series of 100 separate statistica l tests

of a h ypothetica l ly fair coin at the .05 significance Lev el ,

rou~,hL y 5 of those tests wou ld nonetheless indicate that the coin

was biased ; if only ~ out of 1.0 tests of a real coin indicate

D1Ô3 at the .C5 Level, those six results have very Litt l e im pact

since the coin is behaving rather unbiased ly over the fu ll set of

te sts.

This same “mu l tipLicity ” pr inciple applies to the statistical

con clusions of the study, since they represent the outcoir .es of a

series of separa te tests and were assumed in the sta~~istica L m ode l

to oe separate experiments. It is appropr iate to cv~~Luate the

Loc 3ti oo and dispersion resuLts separate ly, since they refLect two

separ ate issues (expectency and predictab i Lity ) of software

dev eLo.m ent behavior. Sim i l ar l y, it is also appro pria te to

evaluate the process and product results separate ly. Fina ll y, it

is onL y fair to evaluate the “confirmatory ” aspects as a distinct

sut-set of aLL aspects examined , since they alone had been honestl y

considered pri or to coL t ecti n c and analyzing the data.

The details of this impact eva luation for the study~ s

objective resuLts, broken down into the app rop riate categories

identified above , are presentea in the ‘ott owin g table. The

evaluati on das performed at the a= .2C signi fic ance Level used for

screenin j purpose s, hence the expected rejection percentage fcr

any cate~ ory was 20%. For each categor y of aspects, the tab le

,ives the number of (nonreound an-t ) pro ;ramm inq aspe cts , the

exp ected (roun ~ ea to who le numoers ) anc actua L numbers of

reject ions (of the null conclusion In favor o’ a directional

alternative ) , ari a the expected and actuaL rejection percentage s.
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— 
An asterisk marks those categories dem on stratin~ noticab te —

statistica l impac t (I.e., actuaL rejection percentage well abcve
expected reject ion percentage ).

number expect . actual exoect. actual
category of nurn. of nurn. of  reject. reject.

aspects reject. reject. percent percent 
+ + + + + +

Loc ation 130 26 32 20.0 24.6
process 10 2 ° 20.0 90.0 *confirmatory only 6 1 6 20.0 100.0 *
product 120 24 2~ 20.0 19.2

confirma tory onLy 29 6 12 20.0 41.3 *
con fimator y onLy 35 7 1! 20.0 51.4 * 

+ + + 
dispersion 130 26 32 20.0 24.6

process 10 2 2 20.0 20.
conf i rmatory only 6 1 2C .3  C.

pro duct 120 26 30 20.0 2~~.0con firmatory onLy 29 6 C 20.0 31.0 *
c onfirm atory onLy 35 7 0 20.0 25.7 

—+ + + + + +

The tabLe shows that the Location results, dea ling with the

expectency of software deveLopment behavior, do have statis tica l

imp act in several subcategories. Process aspects have more impact

than product aspects on the whole, but when tempered by

consideration of the distinction between “confirmatory ” and

“exploratory ” aspects, the study ’s loca tion reuLts bear strong

statistica l Impact for both process and product. They are better

expLained as the consequence of some true effect related to the

experim entaL treatments , ra ther than as a rando m phenomenon.

It is also clear from the tabLe that the uispersion results,

deaL ln~ with the predictability of software developm ent behav ior ,

have little statisti:aL impact In generaL. This is due primarily

to the diminished power of statistical procedures used to test ‘or
dispersion differences, compounded by the smalL sample sizes

involved and the coarseness of many of the pro~ ramm ing aspects

themseLve s . The lack of strong statistical impact in this area o~
the study does not mean that the dispersion issue is unim p ortant

or undeserving of research attention , but rather that it is “a

rou gher nut to crack” than the Location issue. The study~~s

dispersion results are sti lt worth persuin g , how ever , as possible

h ints of where differences might exist, provided this disclai mer

re~,ar d in~, their impact is heeded.
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As described in Section Iii, the research framework of

po~.sibLe three—way comparison outcomes provid ed the basis for
;onvertin~ the statisticaL resuLts into the statistical

concLus ions. This framework has tuO inherent structural

-~ 

- 

characteristics that may be exploit ed to make additiona l

observ ations regarding the statistical conclusions. These

structura l characteristics and the supplemental views of the

conclusions that they afford are described here and in the next

subsection.

Sj~e c ifica tty, the first structural characteristic is that

each com p lete ly differentiated outcome Is related to a specific

pair of partialLy differentiated outcomes, as shown in the Lattice

of Dia jram 2.1. For exam pLe, A ! < AT < DY , a completely

Ji ffere nt iated outcome , na turaL ly weakens to either A l < A l = DY

or Al AT < DI, two parti aLL y differentiated outcomes.

EaCh comp LeteLy differentiated outcome consists of three

p airwise differences (AX ‘C AT , AT ‘C D Y , A! ‘C DI in the examp le ) ,

w hile each partia LLy diffe rentiat ed outcome consists of only two

pair w ise differences plus one pairw i se equality (Al ‘C DI, A! ( AT,

A T  DI and A l ‘C DI, AT C t~T , A ! A T  in the example). The

“outer ” difference of the compLeteLy differentiated outcome

(Al ‘C DI in the example ) is common to both par t i aLL y

differentiated outcomes, white each partia lLy differen tiated

outcome focuses attention on one of the two “inner ” differences
( A l  ‘C AT and AT ‘C DI in the example) to the excLusion of the other

“inner ” oifference which is “relaxed” to an equaLity. W ithin a

statisticaL environment or modeL whi ch pLaces a premium on

c t ~~im ing differences instead of equalities , a partiaLLy

differentiated outcome is a safer stateme nt, containin g less

error— p rone Information than a comp letel y diff erent iate a outccme.

~it r.ce these outcomes represent statistical concLusions , the same

data scores which support a completely differen tiated outcome at a

cert ain cr itical leve l also support each of the two reLate d

-— 

- - - 
~~~~~~~~~~~~~~~~~~~ ~4
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par tial ly aifferentiated Outcomes at Lower cri tical LeveL s .

Thus, every compLeteLy differ entiated conclusion may also be

considered as two (more si ;nifican -t ) p artiaLLy differentiated

co nclusions, each of these three concLusions havin g equal and

compLete sta t isticaL Leg itimacy. The “ou t er ” difference of a

compLeteL y differentiated conclusion is , of course, stronger than

ei the r of its two “inner ” differences; but the strengths of the

two “inner ” differences (relative to each other ) wiLL vary in

accordance with the data scores ana indeed are reflected in the

significance LeveLs of the two correspond ing partiaL Ly

differentiated concLusions (reLative to each other). TabLes 4.1

and 4.2 give the details of this “reLaxed different lation ” 
-

ana lysis for each of the completely differentiated concLusions

fo~.nd in the study, and an English paraphrase appears in Appendix

3. ALL of the partia lLy differentiated conclusions Listed in

t hese tabLes shouLd be added to those presented in Tables 2 and 3;

they deserve full consideration in any analysis or interpretation

of the stuiy s findings. However, in the case that one of a

partial ly differentiated pair is noti ceably stronger than the

other , it is fair to consicer only the stronger one for the

purpose of anaLy sis or interpretation dealing primariLy with

par tially differentiated outcomes, since the study is mainLy

concerned with the most pronounced difference affordea by each

aspec t~~s data scores.

a ~ t~tIgoLt~~ ~it~

The second structura l char acteristic of the possibLe outcom e

framework is that the outcomes may be classified into another

clcsety rela ted set of djrecti onless outcomes, as shown in the

L attice of DIagram 2.2. For example, A! ‘C AT = DI and

AT = D I -C A l , two directional partiaL l y differentiated outcomes,

bo th correspond to A X � AT = DI, a nondirectionaL partiaLLy

differentiated outcome. ALL si x of the directionaL comp leteLy

d i f f e r e n t ia ted ou t comes  c o r r e s pon d to th e s in g le non di rec ti on al

co mp lete ly differentiated Outcome A ! ~ AT ~ 0’.

~~~~ 

_______________________________ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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Table 4.1 Relaxed Dif ferent ia t ion  for Location Comparisons

I I completely I partially I
I - I differentiated I differentiated
I programming aspect I conclusion I conclusions
I I I I
I I comparison :critical l compariso n :critical l
I I outcome level I outcome level I

- -

I S I S I
PROGRAM CNAIIGES DT -C Al ( AT 0.1848 I DT -C A! • AT t 0.0037 I

I ID?.A I < AT,0.1846 I
I S S I
ILINE S AX ( DT < AT * 0.1194 DT • AI C AT : 0.0617 I
I A X C AT • UT 0.1132 I
I S I
I (SEG, GLOBAL ) USAGE RELATIVE AT C DT C AX 0.1173 I AT C UT • Al : 0.0826
PERCENTAGES \ ENTRY AT — DT C Al : 0.1111 I

I I S
I (SEGI GLOBAL) USAGE RELATIVE AT C UT C Al 0.1232 I AT C UT — Al : 0.1132
IP ERCENTAGES \ ENTRY \ MODIFIED AT - UT C Al : 0.1132
I S S

Table 4.2 Relaxed Differen tiation for Dispersion Comparisons

I I completely I partially I
I I differentiated I differentiated I
I programming aspect I conclusion I conclusions
I I I I

F I I compar i son :critical l comparison scritical l
I I outcome level I outcome level I

r.
I I S S

MAX UNIQUE COMPILATIONS F.A.O. MODULE UT C Al C AT : 0.0514 DT C AZ • AT : 0.0036
I I UT — Al C AT : 0.0511
I :
I STATEMENT TYPE COUNTS \ RETURN DT C Al C AT 0.1398 UT - A! C AT 0.0035

I s UT C Al — AT : 0.1395

(SEG,GLOBAL) POSSIBLE USAGE PAIRS Al C UT C AT : 0.0523 Al C AT • DT : 0.0207
I DT — Al C At : 0.0511
I S S

(SEG,GLOBAL) POSSIBLE USAGE AZ C DT C AT 0.1727 Al C AT • DT : 0.1167 I
PAIRS \ NONENTRY \ UNMODIFIED UT — Al C AT : 0.1561 I

I I .

- - — - r ~~~~
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&y emph asizing only the observed di stinctions between the

groups , these direction less outcome categories focus attention on

the origina L research issue of how observabLe programming aspects

refle ct aifferences amon~ the three progr ammln~ environmen ts. In

p art ic .iLar , there are three nondirectional partially

differentiated outcomes (each of the form “one group different

from the other two which are similar ”), and it is noteworthy to

observe just what set of programming aspects supports each of

these oasic distinctions. It is fair ly easy to coaLesce the

directiona l distinctions from Table ? into the direct ionLess

ca tegories by eye, but a comple te itemi zation of directionless

disti n ctions is provided in App endix 4. It is interesting to note

that, for Location co’sparisons , the directionLess distinctions

se~ re;ate cleanly aLong the process versus product dicotomy Line:

aLL of the product distinctio ns fall into the AX � AT = DI and

AT � DI = A! direc -tionLess categories, whiLe aLL of the process

distinction faLL Into the DI ~ A Z = AT direct ionLess category.

lQQ i~Y~i1 ~12bU~bX.~

The purpose of this concLuding subsection is simply to draw

attention to what seem to be the “top ten ” (O r so) most noteworthy

concl usions from among the study s objective results. These

concL usions are interestin g individua ll y, either because the

pro,ramm ing aspect itse lf has general appeal or because the

difference -In behavior expectency or pr edictability is wel t

pronounced (as Indicated by a Low critical significance LeveL ) in

the exp erimentaL sampLe data.

~4oteworthy ~~~~~~~~ distinctions are mentioned below .

1. According to the DI ‘C A X AT outcome on the COMPUTER JCE

STEPS aspect, the disci p lined teams used very noticeabLy

fewe r computer ob steps (i.e., modu le compiLations, program

executions, or misce llaneous job steps) than both the ad hoc

individuaLs and the ad hoc teams.

2. This same dif fere n ce.w a s apparent in the totaL number o4

mo duLe compiLations , the number of unique (i.e., no t an

- A - . .-
~~~

.-

.—~ •1.-
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iae ntic at recom p iLation of a previous Ly compi led module )

modu le compilations, the number of program execut ions, and
the number of essentia l job steps (i .e., unique module

compilations plus pro~ ram execution s ), according to the

DI ‘C A X  = AT outcomes on the C O M P U T E R  J OP  S TE P S~~~M O D U L E
COW PILATI ONS, COMPUTER JOB STEPS~ MODULE CO14 PILATXONS~ UN1QUE,

CO~~ P U I E R  JO b ST E P S~~~P RO G R AM  E X E C U T I O N S ,  ar*~ E S S E N T I A L  ~oe
S T E P S  aspects, respectively.

3. According to the DI ‘C A ! = AT outcom e on the PROGRAM CHANGES

aspec t , the discip lined teams required fever textu aL

revisions to build and debug the software than the ad hoc

individuaLs and the ad hoc teams.

4. There was a øef lnite trend for the ad hoc individ uaLs to have

produced fewer total symbolic Lines (includes comments,

compi ler directives, statements, declarations, etc.) than the

discip lined teams who produced fewer than the ad hoc teams,

accord ing to the A! ‘C DI ‘C AT outcome on the LINES aspect.

~~. According to the Al ‘C AT = DI outcome on the S E G M E N T S  aspect,

the ad hoc individuals or ,ganized their software into

noticeably fewer routines (i.e., functions or procedures )

than either the ad hoc teams or the disciplined teams.

6. The ad hoc individuals dispLay ed a trend toward having a

g reater number of statements per routine than did either the

a~ hoc teams or the discipL ined teams, according to the

AT = DI ‘C A l outcome on the AVERAGE STATEMENTS PER SEG V EN T

aspec t.

7. According to the DI = A ! ‘C AT outcome s on the STATEMENT TYPE

COUNTS~ IF and STATEMENT TYPE PERCENT*GE~ IF aspects, both the

ad hoc Individua ls and the disciplined teams coded noticea~~Ly

fewer IF statements than the ad hoc teams , in terms of bcth

totaL number and percenta ;e of total statements.

3. Acco r d1n~ t o  t h e  DT = A ! ‘C A T outcom e on the DECISIONS aspect ,

both the ad hoc individuaLs and the disci pLined teems tended

t 3  code fewer decisions (I.e., IF, WHILE , or CA SE statements)

than the ad hoc teams.

9. Both the ad hoc teams and the discipLined teams declared a

- - 

- noticeabLy Larger number o-’ data variables (i.e., scalars or

— - 
— - - -- 

—~-;
--- --;;~~~;~~~

-
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arrays of scalars ) than the aa hoc lndlv iauaLs , according to
the Al ‘C A! = OT outcome on the bATA VARIAB LES aspect.

10. - Ac cordIng to the AT = DI ‘C AX outcome on the DATA VARI A BLE

S C O P E  P E R C E N T A G E S ~~ t -1O NG LO~~~AL~~~L O C A L  aspect, the ad hoc

individua ls had a Larger percentage of Local variab les

compar ed to the totaL number of decLared Qata variabLes than

ei ther the ad hoc teams or the discip linea teams.

11. There was a sLi ght trend for both the ad hoc ind ividuaLs and

t~ e disci p lined teams to have fewer potential data binding s

t5tevens, Myers, ano Constantine 743 (i.e., occurrences of

the situation where a gLoba l variabLe couLd be modified by

one segment and accessed by another due to the software~ s

moduLarization ) than the ad hoc teams , a c c o r d in g to t he
D I = AX -C AT outcome on the (SEG,GLOBAL,SEG) DATA BINDINGS’

POSSIBLE aspect.

Noteworthy gj
~gt~~ j~~ distinctions are mention ed below.

1. There was a noticeable difference in variab ility, with the

disciplined teams Less than the ad hoc Individuals Less than

the ad hoc teams, In the maximum number of unique

comp iLations for any one module, accord in~ to the

DI ‘C A! ‘C A T  outcome on the MAX U N I Q U E  C O M P I L A T I O N S  F.A.O .

M O D U L E  aspect.

2. The ad hoc individuaLs exhibited noticeabL y greater variation

j than either the ad hoc teams or the disci p Lined teams irs th,

number of misceL laneous job steps (i.e., auxiliary

com pi lations or executions of something other than the finaL

soft ware project), accordin g to the AT = DI -C A X outcome on

the COMPUTER J03 STEPS~ M ISCELLAN EOU S aspect.

3. According to the DI = A ! -C AT outcome on the AVERAGE SEGMEN’S

PE° MODULE aspect, the ad hoc indivi dua ls and the disci plined

teams both exh io iteu noticeably less variation in the average

numb er of routines per module than the ad hoc teams.

4. According to the DI A l ( AT outcomes on the STATEMENT TYP E

C 0 U N T S ~~ R E I U R N  and ST A T E M E NT T YPE P E R C E N T A GE S~ RET URN aspects,

the ad hoc teams showed rather noticeabL y ,reater variabil ity

in the number (both raw count and normalized percentage ) of

- 

~~~~~~~~~~~~~~~~~~~~~~ . -
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R~~.TURN statements coded than both the disci p Lined teams and

the ad hoc ind ivi~ uaLs.
. In the number of calls to programmer — defined routines, the ad

hoc individuaLs dis j~layed noti ceab ly greater variation than

both the ad hoc team s and the disciplined teams, accor ding to
- 

- the AT = DI ‘C A l  outcome on the INVOCAT ION S~ NONIN TR INSIC

aspect.

6. According to the DI ‘C A !  AT outcom e on the DATA VARIA B LES

SCOPE ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ aspect, the

discip lined teams displayed noticeably smaL Ler variation than

either the ad hoc individuaLs or the ad hoc teams in the

per centage of common p Lace (i.e., orainary scope and m od ified

durin g execution ) global v ariabLes compared to the total

number of data variables decLared.

7. The ad hoc individuals dispLayed noti ceably Less variation in

the number of formal parameters passed by reference than both

the ad hoc teams and the d iscipLine a teams , accordin g to the

A l ‘C AT = DT outcome on the DATA VARIABLE SCOPE COUNTS~
NONGLOBAL ~~PA R A M E T E P ~~R E F E ~~ENC E aspect.

8. A c c o r d i n g  to the Al ‘C DT < Al outcom e on the (SEG,GLOBAL )

POSSIBLE USAGE PAI PS aspect , there was a noticeable

difference in varia c iLity, with the ad hoc individuals less

than the disci p lin ea team s less than the ad hoc teams, fcr

the totaL number of  p ossi oLe segment—glo b aL usage pairs

j (i.e., occurrences of the situation where a gLobaL variable

cou t~ be modified or accessed by a segment ). I -  -

9. According to the DI = A X ‘C AT Outcome on the (SEG,GLOBAL ,S EG )

DAT A B I N~ IMGS’tDOSSISLE aspect, the ad hoc teams tended towar d

greater variabiLity than eithe r the ad hoc individuaLs or the

disci p lined teams in the ~sumbe r of pot ential data bindings. 

- 
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V. 1tr~r~xifl ~ti~i1~

T h i s  section reports the interpretive resuLts of the study ,

nam ely the research InterpretatI ons based on the concLusions

presentea in Section IV. Ihe tone of discussion here is purpo sely
somewh at subjective and opinionat ed, since the study~ s mos t

important results are derived from Interpre ting the exp eriment s

i mmediate finding s in view of the study s overalL goaLs. These

in terpretations also express the researchers Own estimatio n of

the study s implications and generaL import according to their

profess iona l intuitions about pro gramming and software.

Inc in terpretat ions presen ted here are neither exhaust ive nor

unique. They onLy touch upon certain overaLl issues and genera lLy

avoid attachin g meanin g to or giving expLanation for individuaL

aspects or outcomes. It is anticipated that the reader and other
researchers might fo rm ula te additionaL or alternative
interpretations of the study~ s fac tual findings, using their cwn

intuitive judgments.

Two di stinct sets of research Inte rpretations are discussed

in the remain der of this section. The first set states genera l

trends in the concLusions according to the basic suppositions of

the study . The second set states generaL trenas In the
conclus ions based on classifications which re-’Lect certa in

abstract programming notions (e.g., cost , moduLarity, data

or ganizations, etc.).

~~~~C~1Cg 1~ ~gLj~ 
g~Q~~1jQ0~:

The study~ s basic suppositions are a set of the simplest a

p riori exp ectations (or “hypotheses ”) for the outcomes of Loc ation

en d  ciap ers ion comparisons on process and product aspects. They

are stated In the foLLow ing tabLe:

~~~ ~~~4- 4q
~ 4
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Basic Supposi tions on Location ana Dispersion
I Compari sons 
+ +

for Process Aspects I DT -C A! AT I 
4 +

for Product Aspects DI = A l  AT or AT -C DT = Al I + +

The basic suppositions are founded upon certain general

be l iefs regardin g software deveLopm ent, which had been formuLated

by the researchers prior to conducting the experiment. The

p rincIpa L oeliefs are that

(a) methodo logIcaL discipLine is the key influence on the

ge n e r a L  e f f i c i e n c y of the p rocess  i t seL f,

(o) the disciplined methodo logy reduces the cost and

compLexity of the process and enhances the

pre dictabi lity of the process as we lL ,
(c) the preferred direction of both Locat ion and dispersion

differences on process aspects is clear and undebatab le,

due to the tangib leness of the process aspects

themse lves and the direct applicability of expected

valu es and variations in terms of average cost estimates

and ti ghtness of cost estim ates,

Cd) “mental cohesiveness ” (or conceptuaL integrity rBrooks

75; pp. 41—50 ]) is the key influence on the generaL

quali ty of the product itse lf,

C e) a programming team is naturally burdened (reLative to an

individuaL pro~ rammer ) by the organizationa L overhead

and risk of error—prone misunderstanding inherent In

coordinating and interfacing the thoughts and efforts of

those on the team,

(f) the disci p lined methodology induces an effective menta l

co h e s i v e n e s s , enablin g a programming team to behave m ore

Li ke an ln d i v l~~uaL programmer with respect to conce ptual

contro l ove r the program , i ts design , i ts structure ,

etc., because of the di scip L ine s antiregress ive,

compLexity—controLLing (Betady and Lehman 76; p. 245]

effect that compensates for the Inherent organizationaL

over head of a team, and

C ,) the preferred direction of both Location arid dispersi on

- 
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d ifferences on product aspects is not a lw a y s  c L e a r
(occasionaLl y subject to diverging viewp oints ), due to

the intang ibLeness of many of the product aspects and a

generaL Lack of understandin g regardin g the implication

of dispersion comparisons themselves for product

- - aspects.

A gainst the background of these general beliefs and basic

suppos itions, each pos sioLe comparison outcome takes on a new

me an i n~ , depen ding on wheth er it would substantiate or contravene

the genera L be liefs. For process aspe cts,

(1) outcome DI -C A! = AT , the supposition itse lf , is d ir ect ly

suppor tive of the beliefs;

(2) outcomes DI ‘C A~ ‘C AT and PT -C AT ‘C •i, which are

comple teLy differentiated variations of the

supposition s main theme , are IndirectLy supportive of

the beLiefs, esp eciaL ly when DI ‘C A! = AT Is the

stronger of the two corresponding partialLy

differentia ted outcomes;

(3) outcome A l = AT = DT may discredit the beLiefs , or it ma y

be considered neutral for anyone of several possibLe

reasons ((a) the critical LeveL for a non—nulL Out ccme

is just not Low enøug h, so the aspect defau~ ts to the

nuLL outcom e ; (b) the aspect simpLy reflects somethin g

cha ract eristic of the application itseLf (or another

fac tor common to aLL the groups In the experiment ); or

Cc ) the aspect actualLy measures sonse thi i’ig fundamental

to the software deveLopm ent phenomenon in general and

woul d Lways resuLt in the nu lL outcome]; and

C-.) all other outcomes discredit the beliefs.

For pro duct aspects,

(1) outcomes AT � = A~ t AT ‘C DI A l , PT = Al ‘C AT ), the

supposition itseLf, are øi rectL y suoportive of the

beliefs;

(2) outcomes Al -C PT ‘C AT and AT -C DI -C A l , whic h may be

consi dered as appr oximatio ns of the suppositions (DI is

distinct from AT but faLLs short of Al, due to lack 0’

- -  -
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experience or maturity in the disciplined methodoLogy ),

are indirectly supportive of the be liefs, espe ciaLLy

w hen DT = A ! ‘C AT and AT ‘C PT = A X (respectiveLy ) are

the stronger of the two correspon aing part ia ll y

differentiated outcomes;

(3) outcome Al = AT = PT may discredit the be liefs , or i t may
• oe considere d neutraL for anyone of sev.ral possibLe

reasons ((a) the criticaL Level for a non—nuL l outcome

is just not Low enough, so the aspect defauLts to the

null outcome; (b) the aspect simply reflects something

character istic of the app lication itself (or another
• fac tor common to alL the groups in the experiment ); Cc)

the aspect actuall y measures something fundamentaL to

the software develo pm ent phenomenon -in general and wouLd

aLwa ys resuLt in the nuL l. outcome; or (d) severaL of the

study~ s hit—and—miss coL lection of “exploratory ” produc t

aspects are simp Ly duds and may be ignore d as u s e L e s s
sof tw are  measu re s2 ;  and

(4) alL other outcomes discredit one or more of the beLiefs.

Thus the interpretation of the study s findings according to

the basic suppositions consists simply of a general assessment of

how weLL the research conclusions have borne Out the basic

suppositions and how well the experimentaL evidence substantiates

t h ~~ general beliefs. On the whole , the study~ s findings
F- posi tive ly support thø general be liefs presented above, aLthoug h a

few concLusions exist which are direct ly inconsistent with the

Supposi tions or difficult to aLLay IndividuaLLy. *

Support for the beLiefs was relatively stronger on process

aspec ts than on product aspects, and in Location comparisons than

in dispersion comparisons. OverwheL m ing support came in the

ca tegory of LocatIon comparisons on process aspects in which the

research concLusions are distinguished by extremely Low critical

LeveLs and by near unanimity with the basic supposition , in the

category of dispersion comparisons on process aspects , only two

ou tcomes indicated any distinction among the groups: one aspect

~~~~~~~ 
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supp orte d the study s beliefs and one aspect showed an exp lainabLe

exception to them. Fairly strong support also came In the

ca tegory of Location comparisons on product aspects for which the

onLy negative evidence (besides the neutral A l = AT = DI
conclu sions) appeared in the form of several A~~ i AT = DI
conclusions. They indicate some areas in which the disci p lined

methodoLogy was apparent ly ineffe ctive in modifying a team~ s

behavior toward that of an individ uaL, probabLy due to a Lack of

fully developed training/experien ce with the meth odoLogy.

ComparativeLy weaker support for the study s beliefs was recorded

in the category of aispersion comparisons on product aspects.

ALth ou ;h the suppositions were borne Out ifl a number of the

concLusions, there were also several distinctions of various forms

which contravene the suppositions ,

Thus, according to this interpretation, the study~ s findings

strongLy substantiate the claims that

Ca) m ethodologica l disc ip line is the key influence on the

generaL efficiency of the software deveLopment process,

and that

(b) the disciplined methodoLo gy signific antL y reduces the

ma terial costs of software development .

The claims that

(a) mentaL cohesiveness is the key infLuence on the genera l

qua Lit y of the software deveLopment product, that

(o) an ad hoc team is m entaLLy burdened by organizational 
*

over head compared to an individua l , and that

(c) the disci pLined methodolo gy offsets the mental burde n of

or ganizational overheaø and enabLes a team to behave

more Like an individu al reLative to the product itseLf ,

are m oderateLy substantiated by the study #s f indings, w ith

particular ly mixed evlø ence for dispersion comparisons on product

aspects.

~~ ~hg~jj~ ~~ ng~~~ g that there Is a simpL er , be tter—sup p orted

interpretive model for the Location resuLts aLone. W ith the

beliefs that a disci p lined methodoLogy provides for the minimum

- -
~~~ - ~
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process cost arid results in a product which in some aspects

app rox imates the product of an individuaL and at worst

approximates the product developed by an ad hoc team , the

supp ositions are DI ~ AI , A T  w i t h  r e s p e c t  to  p ro c e s s  and

F A! < C T ~ A T or A T ~ DI ~ A ! with respect to Product. The study s

f i r,d in~~s suppor t  t h e s e  s u p p o s i tio n s  w i t h o u t  e x c e p t i o n .

~c~ ct~1o~ ~~2 ~~~~~~~~~~ ~1

Before presenting the interpretations according to a

classification of the p rog ramming  a s p e c t s ,  an e x p L a n a t i o n  i s in
o rc er re~~a r d i n g this classification and its motivation. It Is

desirable to  make  gene ra l  i n t e r p r e t a t i o n s  in v i e w  of the w a y

c e r ta in ~,ene rat programmin g issues are reflected among the

indIvi dua L prog ramming aspects. For this purpose, the aspects

considered in this study were grouped into (so—calLed ) p rogramming

aspect classes. Each class consists of aspects which are related

by some common feature (for examp le, alt aspects relating to the

prc ,ram s s t a t e m e n t s ,  s t a t e m e n t  t y p e s ,  s t a t e m e n t  n e s t i n g ,  e t c .) ,

an~ t he  c L a s s e s  are  not n e c e s s a r i L y  disjoint (i.e., a g i ven  a s p e c t

may be inc luded in t w o  or more c L as s e s ) .  A unique higher—LeveL

prog rammin ;  i s sue  (In the examp le, c o n t r o L  s t r u c t u r e  o r g a n i z a tio n)

is assoc iated with each cLass.

The prog ramming aspects of this Study were organized into a

h i e r a r c hy of nine aspect classes (with about 1OZ over lap overaLL ),

outLine d as folLows:

~~~~r— i~~ t 2~r~!!!io.a 1~~~~: ~~~~~~~
Development Process Efficiency

Effort (Job Steps) . . . . . . . . . I
Errors ( P r o g r a m  Changes ) . . . . . . I I

FinaL Product Q uaLity
G r o s s  S i z e  . . . . . . . . . . . . . I 11
C o n t r ol— c o n s t r u c t  St r u ct u r e  . . . . . IV
D a t a  VariabLe Oroani zation . . . . . V
~oduLa ri t~� *

Packagin g Structu re . . . . . . . VI
invoca tion O roa n iz a t lo n  . . . . . V II

Int e r — S e g m e n t  Co~~m unic a t io n
Via Param eters , . . . . . . . . . V I I I
Via GlobaL VariabLes . . . . . . . IX

The individua L a s p e c t s  c o m p r i s i ng  each class, together with the

correspon ding conclusions, are Lis ted by cLasses in Tables !.1

- - 

-— 
~~~~~~~~~-: ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Table 5.1 Conclusions for Class I , Effort (Job Steps)

I I location I dispersion I
I programming aspect I comparison :critical l comparison :critical l
I I outcome : level I outcome : level

I COMPUTER JOB STEPS I Dl’ < Al — AT : 0.0036 I —  I
I MODULE COMPILATIONS I Dl’ < AX — AT : 0.0223 I . : I
I UNI QUE I Dl’ < Al • AT : 0.0110 I • • I

IDENTICAL I — • : I —  : I
PROGRAM EXECUTION S I Dl’ ( Al • AT : 0.0221 — —
MISCELLANEOUS I Dl’ ( AX — AT : 0.1445 AT • Dl’ C Al : 0.0775 I 

I ——;  I
ESSENTIAL JOB STEPS I Dl’ C AX • AT : 0.0037  • I

I — I — I
— I AVE RAGE UNIQUE COMPILATIONS PER MODULE I Dl’ C Al AT : 0.0883 — — : I

MAX UNIQUE COMPI LATIONS P.A.0. MODULE I Dl’ C AX • AT : 0.1180 Dl’ C AX C AT :& .0514 I

alternative conclusions (from Table 4) showing relaxed differentiation:
(correspondence indicated via the & symbol)

I - 
I 

- - 
I DT < Al Al’ :& .0036 I

I I I Dl’ — AX C Al’ :5 .0511 I

Table 5.2 Conclusions for Class II, Err rs (Program Changes)

I I location I dispersion I
I programming aspect I comparison icri t ical l comparison :critical l

I outcome : level J outcome : level I

PROGRAM CHANGES Dl’ C Al C AT :5 .1848 I - -
al terna tive conclusions (from Table 4) showing relaxed differentiation :

(correspondence indicated via the & symbol)

I I Dl’ C AX • AT :& .0037 I I
I I Dl’ — AX C AT :& .1846 I I

hj  -
~~~~~~
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Table 5.3 Conclusions for Class XIX, Gross Size

I location I dispersion I
I programming aspect I comparison :critical l comparison :critical l
I - I outcome s level I outcome : level I
* ***** * * *** **** .**e*********
I MODULE S I • • : — — : I
IAVER AGE SEGMENTS PER MODULE I — — Dl’ • AX C AT : 0.0218 I
IAVE RAGE GLOBAL VARIABLES PER MODULE I •  : • — : I
I  — I
ISEGMENTS AX C AT — DT : 0 .0634 • • : I
I AVE RAGE STATEMENTS PER SEGMENT AT • Dl’ C AX : 0.1706  • : I
I AVE RAGE NONGLOBAL VARIABLES PER SEGMENT — — $ • — I
I PARAMETER AZ C AT — DT 0.1748  a I
I LOCAL — —  a : I
I ~~ ———————— :———————- :— I
I DATA VARIABLES AZ C AT • Dl’ : 0.0698 • — : I
I DATA VARIABLE SCOPE COUNTS \ GLOBAL AX C AT — 0? : 0.1476 Al — AT C Dl’ : 0.1241 I
I DATA VARIABLE SCOPE COUNTS \ NONGL.OBAL a — : — • : I
I PARAMETER AX C AT • Dl’ : 0.1271 I Al • AT < Dl’ : 0.1061 I
I LOCAL I a a s I — • : I
I  —I ———————— — — —— ,————— —— t ————— —— ———— ——: — 
ILIN E S I AX C Dl’ C A? :5 .1194 I a a : I
ISTATEMEN TS I —  I AT C Dl’ • AX : 0.1954 I
I AVE RAGE TOKENS PER STATEMENT I a — : I AX — AT C DT : 0.1061 I
I —I —— : I — I
ITORENS I — a : I a — : I
**********************************************************e******** .*******************e**

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ showing relaxed differen tiation:
- (correspondence indicated via the & symbol)

I I DT — AX C AT :& .0617 I I
I I A! C AT • Dl’ :5 .1132 I I

- — -
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Table 5.4 Conclusions for Class IV, Control—Construct Structure

** * ****  * ***  ** a. * ***  *** * ***  * **  * * * * *** * * * * **  * * * *  ** *** * * * ** * * * *a  a.. * * * * ****
I I location I dispersion I
I programming aspect I comparison :critical l comparison scritical l
I I outcome : level I outcome : level I

ISTATEMENTS — a : I A? C Dl’ — Al : 0.1954 I
I — I h.—- •~~~~~ 
ISTATEI1ENT TYPE COUNTS : I s I

: I • • : a a 
* I

I X? I Dl’ • AX C AT z 0.0780 a a $ I
I CASE I • • • — : I
I WHILE • • : — — * I
I EXIT a — $ a a : I
I (PROC )CALL • • : Dl’ C AX • AT : 0.0325 I

NONINTRINSIC — • : Dl’ < A: a AT $ 0.1862
I iNTRINS IC I Dl’ • Al C AT : 0.1732 — $
I RETURN I Dl’ — AX AT 0.0860 Dl’ C AX C AT :5 .1398 

—--------------- —------- : —---*- -—- -

STATEMENT TYPE PE RCENTA GES : I S - :
• - * a a

IF Dl’ — Al C AT : 0.1069 a a -

CASE a a a —

WHXLE — a — a
EXIT a a • a

(PROC ) CALL a • : a : I
NONINTRINSIC — S a a

INTRINSIC — a a —
I RETURN — — ~ 0? a A! C AT 0.0401

AVE RAGE STATEMENT NESTING LEVEL a a a a I 
— ————— ————————————— * ——————— ————— ————————— *——————— — I

DECISIONS Dl’ a AX C AT : 0.1468 • •   
—- ----------—*— I —----:--- 

J ?t’NCTION CALLS a  I a a * I
I NONINTRINSIC • : I — a
I INTRINSIC a a * i — a * I

alternative conclusions (from Table 4) shoving relax ed differentiation :
(correspondenc. indicated via the & symbol)

I I I Dl’ a Al ( A T  *5 .0035 I
I I I DT C AX • AT :& .1395 I

a.... a.... a. a... a.... a.. ** **a .******** ****.*** 0******* e**********w *e****  *0** 0*0*

~
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Table 5.5 Conclusions for Class V, Data Variable Organization

I I location I dispersion I
I prGgramming aspect I comparison *critical l compar ison *critical l
I I outcome * level I outcome : level I

I DATA VARIABLES Al < AT a Dl’ * 0.0698 I a a :

I  ———— ————— —: 
I DATA VARIABLE SCOPE COUNTS * * * I
I GLOBAL A! C AT a Dl’ $ 0.1476 AX — AT C Dl’ * 0.1241 I

ENTRY — a 
* — a : I

MODIFIED — a * a a * I
UNMODIFIED — — * I — a : I

V NONENTRY a a : I a a : I
F MODIF IED a — I — — :

UNMODIFIED — a I • —
MOflIFIED AX C AT — Dl’ : 0.1614 I — a $ I
UNMODIFIED a — I — — : I

NONGLOBAL — a — a I
PARAMETER AX C AT a DT : 0.1271 I RI a AT C Dl’ : 0.1061 I

VALUE a — I — : I
REFERENCE — a * I AX C AT DT : 0.0199 I

LOCAL — • : I a a :

DATA VARIABLE SCOPE PERCENTAGES I
GLOBAL —  * AX — AT C D? $ 0.0750

ENTRY a  * a a *MODIFIED a a * 
a a

UNMODIF IED a a a a *
NONENTRY — a 

~~~ .- —a — -* -I—-
MODIFIED a a I 0? C AX AT : 0.0218 I
UNMODIFIED - — a 

* I a a : I
MODIFIED a a * I — — * I

I UNMODIFIED -a a I a a * I
I NONGLOBAL  * A! a AT C 0? * 0.0750 I

s- I PARAMETER AZ C AT a Dl’ * 0.1507 Al — AT C DT : 0.0557 I
I VALUE a a : AX a AT C Dl’ : 0.0943 I
I REFERENC E a a AX C AT — DT * 0.1529
I LOCAL AT a Dl’ C Al : 0.1090 — a * II ————— — — ————————— —— ~~~~—————— — —————— 1
AVERAGE GLOBAL VARIABLES PER M ODULE — a * I a a $ I

ENTRY a a : a — * I
NONE NTRY • a 5 • a : I
MODIFIED — a : I Dl’ • Al C AT * 0.1100 I
UNMOD IFIED _ • * a * I  ————————— ~~————— .— s ————-- I

AVERAGE NONGLOBAL VAR IABLES PER SEGMENT a a * a a * I
PARAMETER AZ C AT • Dl’ 0.1748 a a * $

I LOCAL I a a a a

- __:_
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Table 5.6 Conclusions for Class VI, Pac kaging Structure

I I location I dispersion I
I programming aspect I comparison scritical l comparison *eritical l
I I outcome $ level I outcome * level I
... ..*.*..**.*.... .*....***-.***.**..**.....a. ...*** ..******.*e..**.*.*.s.....***** 4*a~~****
I MODULES • — $ I • — * $

‘ ~~~~~~~~~~~~~~~~~~ 
——————— * 

AVERAGE SEGMENTS PER MODULE a a I Dl’ a AX C AT * 0.0218 I
AVERAGE GLOBAL VARIABLES PER MODULE a a I a a $ I
I——— — — — ISEGMENTS AX ( 

~ ‘j’ 
a Dl’ * 0.0634 I • a * I

ISEGMENT TYPE COUNTS \ FUNCTION a • * I • a $ I
ISEGMENT TYPE COUNTS \ PROCEDURE a — $ I  a I
ISEGMENT TYPE PERCENTAGES \ FUNCTION — - a * a a $ I
ISEGMENT TYPE PERCENTAGES \ PROCEDU RE - a * * I
I — — — —————— :———— :————— —— I

I AVE RAGE STATEMENTS PER SEGM ENT AT a DT C AX : 0.1706 I I
IAVE RAGE NONGLOBA L VARIABLES PER SEGMENT — a * I • a * I
I PARAMETER Al C AT a DT * 0. 1748 I ~ — * I
I LOCAL I a a : I • a * I

Table 5.7 Conclusions for Class VII, Invoca- ui. rganization

I I location I dispersion 
- 

I
I programming aspect I comparison :critical l comparison :criticsl l
I I outcome : level I outcome * level I

- -

INVOCATIONS a a * I AT a Dl’ C A! $ 0.0206 I
FUNCTION — — * 

a — : I
NONINTRINSIC a 

* I • s ~ I
INTRINSIC a a * I a a I

PROCEDURE a — : I Dl’ C AX — AT : 0.0325 I
NONINTRINS IC a — * I Dl’ C AX AT * 0.1862 I
INTRINSIC Dl’ — Al C AT 0.1732 I * I

NONINTR X$ SXC a a * I AT a Dl’ C AX * 0.0510 I
INTRINSIC Dl’ • A X C AT * 0.0435 I a a * I —_———— —  — —_———— * $ I

AVG INVOCATIONS PER (CALLING) SEGMENT — — * I a a $ I
FUN CTXON • $ I • a $ I

NONINTR INSIC — a 
* • a $ I

INTRINSIC I a a * i * I
PROCEDURE • $ — — * I

NONINTRINSIC a * a a *INTRINSIC I a a * Dl’ C RI — AT * 0.0653 I
NONINTRINSXC AT — Dl’ C AX * 0.1699 I a • * I
INTRINSIC I  a * 

a a : I 
— _—

*
————_ 

I AVG INVOCATIONS PER (CALLED) SEGMENT Al’ • Dl’ C AX : 0.1699 I *
I FUNCTION AT a Dl’ C AX : 0.1936 AT C DT — AX * 0.1411 I
I PROCEDURE — • $ • * I
a .. . ***.**.* * * * *  a.... . **..*..**.**.*****..... a...... a**.~~a*~~**********0**  ** ..000a**

_ _ _ _ _ _ _ _ _  _ _  ~~~~-
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Table 5.8 Conclusions for Class VIII, Communication via Parameters

I I location I dispersion
programming aspect I comparison :critical l comparison *critical l

I I outcome : level $ outcome * level I

— I DATA VARIABLE SCOPE COUNTS\NONGLOBAL * I $
I PARAMETER AX C AT a Dl’ * 0.1271 I AX • AT C Dl’ * 0.1061

• I VALUE a a 
* I •  *

I REFERENCE I AX C AT a Dl’ : 0.0199
- - I - —--------—- -------- ------*--------I-- ------------:--- 

AVG NONGLOBAL VARIABLES PER SEGMENT * — — $ I a a *
I PARAMETER A X AT • Dl’ * 0.1748 I   s
I  — ————— I ———————— : I———————— . 
IPARAMETER PASSAG E TYPE PERCENTAGES $ * *
I VALUE a a 

* I AX C AT a Dl’ : 0.1606
I REFERENCE a a : I AX C AT a DT $ 0.1606

p

-i

I I

- 

- 

- -- - - - ~~-~-- - _ j
~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~
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Table 5.9 Conclusions for Class IX, Communication via Global Variables
.***.a**.******************************a.**. .**a.* . .*****.*a* ..**.*a* .* .*********a0**a*~~**
I I location I dispersion I

— I programming aspect I comparison *criticsl l comparison :critical l
I I outcome level I outcome : level I

DATA VARIABLE SCOPE COUNTS \ GLOBAL I RI C AT Dl’ * 0.1476 AX a AT C Dl’ * 0.1241 I
ENTRY I — a * •  * I

MODIFIED a  
* — a : I

— - UNMODIFIED —  * I — • $ I
NONENTRY — a g I —  : I

MODIFIED — a * I — a *UNMODIFIED a a 
* —  I

MODIFIED AX C AT • Dl’ * 0.1614 — a

UNMODIFIED a a 
* 

a a * I  
—— — ——_ 5 I

AVE RAGE GLOBAL VARIABLES PER MODULE I a a $ - a *
I ENTRY — a a

I NONENTRY — a 
* —  : I

I MODIFIED a a : Dl’ — A! C AT : 0.1100
I UNM ODIFIED a a 

* 
a a * I

I ---- - —- I --------------*-------- ---------- I
I (SEG,GLOBAL ) ACTUAL USAGE PAIRS — • $ a  *
I ENTRY — — a a : I
I MODIFIED — a 

* — a

I UNMODIFIED a • : —  *
I NONENTRY a — — a *
I MODIF IED — a * a a *I UNMODIFIED a a •  *
I MODIFIED a a AT C Dl’ a AX * 0.1061

UNMODIFIED a a z a a * I 
——— __—_—___—____— t __———__— ,  S

(SEG ,GLOBAL ) POSSIBLE US AGE PA IRS AX C AT • Dl’ * 0.1227 I AX C DT C AT *&  .0523
ENTRY —  * ~ *

MODIFIED — a I — •
UNMODIFIED a a * — a *NONENTRY — a : AX C AT — Dl’ : 0.0786
MODIFIED — a : Dl’ • AX C AT * 0.0510
UNMODIFIED a a AX C Dl’ C AT :8 .1727

MODIFIED I — — — a *
I UNMODIFIED — • * — a *

I (SEG,GLOBAL) USAGE RELATIVE PERCENTAGES a a 
* I  - 

-

I ENTRY AT C Dl’ C hI *0 .1173   *
I MODIFIE D AT D~ C AX *$ .1232 1  —

I UNMODIFIED • a   *
I NONENTRY a a * I  a * I
I MODIFIED — • * i •  I
I UNMODIFIED AT C DT • AX : 0.1546 I a  *
I MODIFIED a a a a *
I UNMODIFIED a a * I  a *

• ——————— — — _ —————————$ — 

I (SEG ,GLOBAL,SEG) DATA BINDINGS $ * I
I ACTUAL • — * I — —

SUIFUNCTIONAL I *
I INDEPENDENT a a * I AX C AT — Dl’ $ 0.1963
I POSSIBLE Dl’ — AX C AT * 0.1861 Dl’ — AX C Al’ * 0.1529 I

RELATIVE PERCENTAGE I a a : — a 5 I

alternative conclusions (from Table 4) showing relaxed differentiation:
(correspondence indica ted via the & , •, 0 and $ symbols)

I Ai C AT a DT *5 .0207 I
I I I DT a AX C AT *5 .0511 I
I I AT C Dl’ — A l *0 .0826 I I
I I AT • Dl’ C Al *0 .1111 I I
I I I RI AT • DT *0 .1167 I

I I DT a AX C AT *~~ .1561 I
I AT C Dl’ a AX * 0 .1132 I I

I I AT • Dl’ < AX iS .1132 I I
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t h r ou g r ~ 5.9. For e a c h  a s p e c t  c L a s s ,  i t  is in t eres t i n g  to  j o i n t L y
i n te rp re t  the i no i v id u a L  o u t c o m e s  in an o v e r a L L  manner in order  to
see someth ing  cf  how t hese  hi g h e r — L e v e L  i s sues  ar e  affec ted by the

f a c t o r s  of t e a m  s i z e  and me t hodoL o ~~ic a L  d iscipl ine,

C L a ss ~:

W it h i n  C la s s  I ( p r o c e s s  a s pe c t s  deaLing w i t h  C O M P U T E R  J O B
STEPS ) , there  Is s t rong  e v i d e n c e  of an impor tan t  d i f f e r e n c e  among

the  ~ r3ups , In f a v o r  of  t he d i s c i pL i ned  methodoLogy , w i t h  res pec t
to avera ge deveLopment costs. As a cLass, these aspects direct ly

r e f l e c t  the f req uency  of  compute r  syste’~ opera tions (i.e., modu le

co irp ita t io ns and test pro gram executi ons ) durin g deveLopment.

T hej  are one po s s i b L e  w a y  of measur ing  mach ine  c o s t s ,  in un i ts  of
bas ic  o pe r a t i o n s  rather than monetary  cha rges .  Assuming each
co iv~~u te r  s y s t e m  ope ra t i on  i nvolves  a c e r t a i n  expend i tu re  of the
pro~,ramme r s t i’a e and e f f o r t  (e.g., e f f e c t i v e  te rm ina l c o n t a c t ,

test res uLt evaLuation ), these aspects i nd i rec tly  r e f l e c t  human
costs of  deveLo pment  (at  Leas t  that  po r t ion  not devo ted  to  des ign
-d a r k )

Inc s - t r e n y t h  of  the e v i d e n c e  suppor t ln9  a a i f f e r e n c e  w i t h

re s p e c t  to  L o c a t i o n  compa r i sons  w i t h i n  th is  c la s s  is based  on bo th
( a) t he  near unan imi ty  Ca out of 9 a s pe c t s )  of the DY < A l  A T

o u t c o m e  and (b) the very Low criticaL Leve ls t<.025 for 5 aspe cts )

invoLved. Indeeo, the sin~ Le exception among the Location

com~ a r l s o n s  (P1  = A T  = DT on C O M P U T E R  JOB STE PS ~~~M O D U L E
CO ~!PIL ,~~t l O N S ~~~ID ~~~N T IC A L )  is read i l y  e x o t a i n e d  as a d i r e c t
conseq uence  of the f a c t  t ha t  aLL teams made essentiaLLy simiLar
~~~~~ (or no nuse, in this case, since identicaL compilations were

not uncommon ) of the on—Line  s t o r a g e  c a p a b i l i t y  (fo r  s a v i n g
r e l o c a t a o L e  mod u les  ano thus avoiding Identica l re c o m p it a t i c n s ) .
T h i s  w a s  e x p e c t e a  s ince  a L L  t eams  had been p rov ided  w i t h  I ce n t i c a t
s t c r a - ~e c a p a b i L i t y ,  but w i t h o u t  any t ra in ing  or urging to  use i t .
T P ~e c o n c lu s i o n s  on L o c a t i o n  c o m p a r is o n s  w i t h i n  th i s  c l a s s  a re

i n t e r p re - t e c  as  d e m o n s t r a t i n g  that

• e m p L o y m e n t  of  t he  d i s c i pl i n ed  methodo logy  by a

_ _ _ _  

~~~ ~
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pro;ram.in~ team reduces the  a v e r a ge c o s t s ,  bot h m a c h i n e
and human, of s o f t w a r e  development ,  re l a t i v e  to  both
indlv ioua L pro~~rammer s and programming teams not
em p Loy ing  the methodo logy .

Exam ination of the raw data scores themselves indica tes the

m agnit ude of this reduction to be on the order of 2 to 1 (I.e.,

50Z) or better.

hi th respect  to d ispers ion  compar ison s w i t h i n  th is c L a s s ,  the
ev idence  ge n e r al ly  faltea to ma ke any d is t inc t ions  among the
g roups CA ! = AT DI on 7 out of 9 aspects). These nuLl

cor .cIusions in dispersion comparisons are Interpreted as

dem onstrating that

variab il i ty of software deveLopment costs, esp ecially

machine costs, is rela tiveLy insensitive to the factors

of programmin g team size and degree of methodoLogicaL

dl sc~ pL Inc.

The two excepti ons on indiv iduaL process &spects both deserve

mention. The COMPUTER JOB STEPS~ M 1SCELLANEOU S aspect showed a

A T  = DI < A l  dispersion aistinction among the ~roups , reflecting

the wio er— spread behavior (as expec ted )  of Individual programmers
rela tive to pro grammin g teams in the area of bui lding on—L ine

tools to indirectLy support software development (e.g.,

stand —atone modu le drivers, one—shot auxiliary computations, table

generators, unant icipated debugging stubs, etc.). The MAX UNIQUE

C OM P i L A Ti O N S  F .A .O. M O D U L E  aspec t showed a DT < Al AT disper sion

d i s t i n c t i o n  among the groups at an extremely losd critical Leve l

t < .005), r e f L e c t i n g  the Lower variation (Increased predictabiLity )

of the d i s c ip L i ned  teams  r e L a t i v e  to the ad hoc teams and

i n oiv ia ua ts  in term s of “w o r s t  case ” comp i l a t i on  c o s t s  fo r  any one

n oo u Le .  The additional A! ( AT aist inctio n for this comparison is

cLearLy a ttributa b Le to the fact that several teams in group AT

bu - iL c mono l ithic siri~ Le—m oouLe systems , yieLdin g rather inflated

ra.- scares for this aspect.

I ll  -;
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Class U:

hith in  C l a s s  II (the  p rocess  aspec t  PROG DAM CHANGES ) , there
is s t ro n g e v i d e n c e  of an impor tan t  d i f f e r e n c e  among the g roups ,
aga in  in favo r  of the d i s c i p L i n e d  methodo logy ,  w i t h  r e s p e c t  to
a v e r a g e  number of e r r o r s  encountered  during im p Lemen ta t i on .
.~ppend ix  1 c o n t a i n s  a de ta i Led ex p Lana t i on  of how program chan ges
are counted. This aspect directL y reflects the amount of textuaL

revision to the source code durin g (postdesign ) develo pm ent.

CLa i m ing  that  t e x t u a l  r ev i s ions are genera l l y  n e c e s s i t a t e d  b y
errors encountered while buiLdin g, testing, and debugging

s o f t w a r e , recen t  r es ea rch  t Dunsmore and Gannon 77) has con f i rmed  a
h i _ h ( rank o rde r )  c o r r e L a t i o n  of t o t a l  program changes (as coun ted
a u t o m a t i c a l l y  accord in g to a s pe c i f i c  at~~or it hm)  w i t h  t o t a l  e r ro r
o c c u r r e n c e s  (as  t abuLa ted  manuaLly  f r om e x h a u s t i v e  sc ru t i ny  of
source code and test results ) during software implementation.

Th i s  a s p e c t  is thus a reasonabLe meas ure  of the r e l a t i v e  number of
pro~ rammin; e r ro r s  encountered outs ide of desi~~n w o r k .  Assuming
each textua L revision involves a certain expen aiture of the

pro~ ra m me r s e f f o r t  (e.g.,  planning the  rev i s ion , on—Line  ed i t ing
of source  code ) ,  th is  aspec t  i nd i rectLy  r e f L e c t s  the l evel  of
husr~~n e f f o r t  devo ted  to ImpLementa t i on .

w i t h  respect to Location compari son, the strength of the

evidence supporting a difference among the groups is based on the

very Lou critical LeveL C(.’~ D~~~) for the DI < *1 = AT outcome . The
add itiona l trend toward A ! < AT is much Less pronounced in the - -
da t .  The Interpr etation is tha t

the disci p Lined methodoLogy effectively reduced the

aver age number of errors encountered auring software

imp le men ta t i on .
T h i s  was  e x p e c t e a  s ince the method o Logy  purpose ly  e m p h a s i z e s  the
c r i t i c a l i t y  of the design phase and s u b j e c t s  the s o f t w a r e  des ign
( c c * ~e) to through readin g and r e v i e w  pr ior  to coding ( k e y — i n  or
te st in~ ), en hancing error detection and correction prior to

i m ~ Lemen ta t i on  ( t e s t i n g ).
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W i t h  res pec t  to d ispers ion  com par ison , no d i s t i nc t i on  among
the 9rou~ s w a s  apparent ,  w i t h  the interpretation that

v a r i a b i L i ty in  the n um ber o f er ro r s  encoun t ere d dur in g
imp lementat ion w a s  essen t i a l ly un i form a c r o s s  al l  th ree
programming env i ronment s  cons idered.

• Cl ass I I I :

W i t h in C L a s s  III (product a s p e c t s  deaLing w i t h  the g ross  s i ze
of the software at various hierarchical levels ), there is evidence

of certa in consistent differenc es among the groups with respect to

bo th average size and variabiL ity of size. As a class, these

aspects directly reflect the number of objects and the average

nuirter of component (s u b ) o o j e c t s  per object, according to the

hierarchical organ lzati en (Imposed by the programming Language) of

th e  s o f t w a r e  i t se lf into o b j e c t s  such as modu Les~ segments ,  data
varia bLes, Lines, statements, ano tokens.

W i t h  respect  to Loca t i on  compar isons  w i t h i n  th is  c lass , t h e

non—nulL conc lus ion s f7 Out of 1? aspects) are nearly unanimous t~
out of 7) in the AX < A T = DI outcome. The In te rp re ta t ion  is tha t
ind iv ij uats  tend to produce s o f t w a r e  w h i c h  is smal le r  (in c e r t a i n
ways ) an the average than that produced by teams. It is unclea r

whether such spareness of expression, primarily in segments,

gLo oat variables, and formal parameters , Is advantageous or not .

The t w o  non—nuLl e x c e p t i o n s  to th is A ! < AT = O T t ren d deserve
mention, s ince the one Is onl y nominaL ly exceptiona l and actually

suppor tive of the tendency upon closer Inspection, wh i Le the other

inc icates a size aspect In which the disciplined methodology

enable -i programming teams to break out of the pattern of

distinct ion f rom individua l programmers. The AT = DI < A l ou tcome
on A V E R A G E  STATEMENTS PER SEG M ENT Is a simp le conse q uence of t he
outcome for the number uf STATEMENTS (AX AT = DI) and the

outcome for the number of SEG M ENTS (A! < AT = DT) and it stiLL

fits the overall pattern of A l � AT = DI on L o c a t io n  d i f f e r e n c e s
on s i z e  a s pe c t s .  Gn the LI NES aspect, the DY = A l < AT

distinction breaks the pa ttern since DT is associated with A X  and

— _: € ~~~T — - 
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not w ith AT. Since the number of statements was roughly the same

for aLL three groups, this difference must be due mainLy to the

s t ) L i s t i c  manne r of ar ranging the source code (w h i ch  was
f r e e — f o r m a t  w i t h  respect  to line boundar ies) ,  to the amount C f

~o c u m e n t a t i o n  comments  w i t h i n  the source code , and to the numb er

of lines taken up in data variabLe decLarations.

h ith respect to dispersion comparisons w ith in this cLass, the

fe b a s p e c t s  w h i c h  do i nd i ca te  any d i s t i nc t i on  among the groups t5
cut of 17 aspects ) seem to concur on the A l = AT C DI outcome.

This pattern , which associates increased variation in certain size

aspects with the disci pli ned methodoLog y ,  is somewhat  surpr is ing
anc l a c k s  an i n tu i t i ve  ex p L a n a t i o n  in te r ms of the e x p e r i m e n t a l
f a c t o r s .  The e x c e p t i o n  ~T = Al C AT on A V E P A ’ E SEG M ENTS PER
MOC .LE is really an exag~ era tion due to the fact of several AT

teams -iepteme nting monolithic singLe—module systems, as mentioned

abcve. The exception AT C DI = A ! on STATEMENTS is only a very

s t i ;ht t rend , r e f l e c t i n g  the f a c t  that  the Al p roduc ts  ra ther
c o n s i s t e n t ly  con ta ined  the Lar~ est numbers of statements.

One o v e r a l L  o b s e r v a t i o n  for C lass III is that  w h i L e  c e r t a i n
d i s t i n c t i o n s  did c o n s i s t e n t l y  ap pear  (e s p e c i a l l y  for L o c a t i o n  but
a l s o  fo r  J i spe rs i on  com par isons )  at t he  middle Leve ls  of the
h i e r a r c P~j c a L  s c a l e  Cs e~ rients , da ta  v a r i a o t e s ,  L ines,  and
s t a t e m e n t s ] ,  no d i s t i n c t i o n s  ap peared at e i ther  the h ighes t
C rc d uLes ]  or L o w e s t  E tokens)  L e v e L s  of s i z e .  The nuLL concLus io ns
fo r  s i z e  in modules and ave rage  moduLe s i z e  seem a t t r i b u t a b l e  to
the fact that par ticuLar programming tasks or appLic ation domains

often have certain standard approa ches at the topmost conceptua l

LeveLs which strongl y inf luence the organization of software

syste m s at this highest LeveL of gross size. in this case, the

twc pass symb ol—tab te/scanninc /parsin g /code— generat ion approach is

extremel y co mnon for Langu age translation pr oblems (i.e.,

c o n ~p i L e r s ) ,  reg a r d L e s s  of the p a r t i c u l a r  pars in -,, techn iq ue or
sy moo l  t ab le  o r g a n i z a t i o n  empl oye~~, and the moo u les c f  n e a r L y
every system in the study oirec -t- Ly reflected this common approach.

The nuLl c-ariclusions for size In tokens is interpretable in view

- -~ -•~~~ , -~~~~~~~ -
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of ia t s t e a d s s o f t w a r e  s c i e n c e  con ce pts  Cl4 a Ls - t ead 77), accord ing
to ah ich the program Len~~th N is p red ic tabLe  f rom the number of
basic input—out put param eters and the Languag e LeveL A. Since the

fur .c t iona L s pe c i f i c a t i o n , the app l i ca t i on  area , and the
impl ementation Language were aLL fixed in the study, both n~ and A

are essent ia lLy constant for each of the s o f t w a r e  sys tems ,
im~~Ly ing e s s e n t i a l ly  Cons tan t  Len g t h s  N as  me asure d in  te rm s  of
operators and operands. Considering the number of tokens as

roughly equ ivaLent  to program length N, the Study S data seem to
suppo rt the soft .are science concfpts in this instance.

CLass IV:

W i t h i n  C l a s s  IV (product  aspec ts  deal ing w i t h  the s o f t w a r e  ~s
or~ ani zation according to statements, constructs, and controL

structures ), there are only a few di stinctions made between the

grcups.

With respec t  to location comparisons, the few C5 out of 24)

aspects that showed any disti i~ction at all were unanimous in

co nc luu in g DI = A X < AT. Essential ly, three pa rticular issues

were invoLved. The STAT~ MENTS TYPE COUNTS~ IF, STATEMENT TYPE

PFRCENTAGESt !F, and DECISIGN.S aspects are alt reLated to the

frequency of pro grammer— cooed decisions in the software product.- I Their conmon outcome DT = A! < AT is interprete a as demonstrating

an important area In which the discipLined methodoLogy causes a

pro gramming team to behave Like an l~~dlvi dual programmer. The

numbe r of decisions has been commonly accepted , and even

form a L ized (McCabe 76), as a measure of program compLexity since

more dec i s i ons  c r e a t e  more pat hs  through the cooe.  Thus, the
d iscipline d method ola gy effectively reduced the average com p Lex ity

from wnat it otherwise would ~ave been. The STATEMENT TYPE

COUf,TS~ PETURPj aspect indicates a difference between the ad hoc
teams and the other two ~roups. Since the EXIT and RETURN

stat ements are restricted forms of GOTOs , this difference seems to

hint at another  a rea  In w h i c h  the d is c ipLined  methodo logy improves
concep tua L controL c~’er program structure. The S T A T E M E N T  T~~’PE

~~~~~~~~~~~~~~~~~~~~~~~ ~
- - --
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COL~ TS~~(P~ OC )CALL \P4TRIN~ IC a s p e c t  a l so  i n d i c a t e s  a s l i gh t  trend in
the area of the frequency of input—output operations, which seems

interp retaot e only as a result of stylistic dif ler encm s.

w i th respect to di s ,~ersion comparisons, only two particu lar

i s~~u e s  were involved. The STATEMENT TYPE COUNTS%RETURN and

~~T A T E M ~~ N T  T Y P E  P E R C E NTA G E \R E T U R N  a s p e c t s  both i nd i ca ted  a s t ro na
DI = A C AT difference, suggestin g that the frequency of these

r e s t r i c t e d  GOTOs  is an area  in w h i c h  the  d i s c i p L i n e d  method o l c g -y
r ec u c e s  v a r i a b il i t y ,  causing a prog ramming team to behave more
Li k e an individua l pr ogrammer. The STATE’ENT TYPE COUNTS~
(P ~~ O C )C AL L  and STATEME N T TYPE C O U N T S \ ( P R O C ) C A L L~ N O N I N T R I N S I C

a s p e c t s  c’oth sho w ed  a Dl C A ! = AT d i s t i n c t i o n  among the groups,
w h j~~~h i-s dea l t  w i t h  more ap~~r op r i a te ly  w i t h i n  C lass  VI I  b e L o w .

In summary of Class IV , the interpretation is that the

functiona L component of controL—construct organization is largeLy

u n.offected by the team size and methodo logi ca L disci p Line factors,

p roc obL y due to the overriding effect of project /task

u n i f o r m it y / c o m m o n a l i t y .  Howeve r ,  two  f a c e t s  of the c o n t r o l
c o mp on e n t  t h a t  w ere  i n f luenced  w e r e  the f requency  of d e c i s i o n s
( e s p e c i a l l y  IF statements ) and the frequency of restricted GOTO

(e s p e c ia l ly  RET U R N s t a t e m e n t s ) .  For t hese  a s pe c t s ,  the
d i s ic p l i neo  me th o doLo gy  a l t e r e d  the con t roL  s t r u c t u r e  (and reduced
the c o m p l e x i t y )  of a tea m s p roduc t  to  tha t  of an individua V s
prcd~ c t .

Class v:

W i t h i n  C l a s s  V (p roduc t  a s p e c t s  d e a L i n g  w i t h  da ta  v a r i a b L e s
anc t heir organizati on within the software ) , there are severaL

~istin cti on s among the group s, with an overall trend for both the

L o c a t i o n  and d ispers ion  com par i sons .  Da ta  v a r i a b l e  o r g a n i z a t i o n
w a s ,  h o w e v e r , not e m p h a s i z e d  in the d i s c i p L i n e d  me thodo logy ,  nor
in the academic course which the participants in group DI were

ta king. With respect to Locat ion compari sons, all aspects showing

any oistinction at all were unanimous in conc luding AX � AT z D Y .
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The t rend for  inaivi~iuaLs to d i f f e r  f rom t eams , rega rd less  of the
disci p lined methodology, appears not only for the total number of

oa-t a variaoLes decLared, but also for data variables at each scope

le~ el (gLobaL , , p a r a m e t e r ,  Loca l.) in one fashion or another. The

d i f f e r e n c e  regaro ing  fo rma l  p a r a m e t e r s  is e s p ec i a L l y  prominent,
s ince it show s  up fo r  thei r  raw count frequency, their normalized

p e r c e n t a g e  f requency ,  ana their  a v e r a g e  f requency per natura l
encLos ure (segment). w ith respect to dispersion comparisons, the

ap~ .ren t overall trend for aspects which show a distinction is

t o w ar d  t h e  A X  = AT C Dl outcome. No parti cular interpretatio n in

v i e w  of the e x pe r i m e n t a L  f a c t o r s  seems appropr ia te .  E x c e p t i o n s  to
this trend appeared for mo th the raw count and percentage of

ca lL— by—reference paramenters (both A X  C A T  = Dl), as w e l l  as t w o
o ther  a s p e c t s .

C l a s s  V I :

W i t h i n  C la s s  V I (product  a s p e c t s  deal ing w i t h  modular i ty  in
terms of the packaging structure ), there are essen~.iaLly no

d i s t i n c t i o n s  amon g the groups, except for two Location comparison

iss~.es . Most of the a s p e c t s  in th is  c l ass  are a l so  members of
Class iII, Gross Size, b~~t are (re)considered here to focus

a t t e n t i o n  upon the packag ing  c h a r a c t e r i s t i c s  of modu la r i t y  (i.e.,
how the source code is divided into modules and segments, what

typ e of segments , etc.). 1’-e d isc ipL ined  methodology did not
e x p l ic i t ly  include (nor dia group D T s  course work Cover ) concepts

of nodutarization or criteria for evaluating good modularity ;

hence, no particular distinctions among the groups were expected

in t his area (Classes VI and VI!).

dith respect to Lac ation comparisons, the AZ C AT = DI
out~~o.e for the SEGMENTS aspects, along with the companion outcome

£ s DT C A Z for the AVERAGE STATEMEN TS PER SEGMENT aspect (as

•.~~l.4nec unc
o e r CLass II-! above ), indicates one area of p ackagi ng

Is aogarent ly sen sitive to the team size factor. Ind ividua l

,.- ,‘. •.. rs  t~~ILt th. system w ith fewer, but Lar ;er (on the

.,.,.; , , ~.;..mts than eit her the ad hoc tea ms  or the d isc ip l ined
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teams . The AX C A T  = DI outcome for the AV ERAGE NONG LOBAL

V A R ~~A 9 L E S  P E R  S E G M E N T ~~ P A R A M E T E R  aspect indi cates that average

“call ing sequence ” Len gth, curiously enough , is another area of

p a c k a ç i n g  s e n s i t i ve  to team s i z e .  W i th respec t  to d ispe rs ion
co m par i sons ,  there  r e a l L y  w e r e  no d i f fe r e n c e s ,  s ince  the s ingLe
n o n — n u l l  o u t c o m e  f o r  A V E R A G E  S E G M E N T S  P ER M O D U L E  is ac tu a l l y a
fluke (raw scores for AT are exaggerated by the several monolithic

sys tems ) as explained above. The overall interpretat ion for this

class is that

moduLarity, in the sense of packagin g code into segments

and mocu les,  is e s s e n t i a L ly  una f f ec tec  by team s i ze  or
me thodoLogicaL discipLine, except for a tendency by

indivi auaL pro~ ramme rs toward fewer , Lon ger segments

than programming teams.

C lass  VI!:

W i t h i n  C L a s s  V II (product  a s p e c t s  deaLing with modularity in

t e r m s  of the invocat ion  s t ruc tu re) ,  the re  are two  d i s t i n c t i o n
t rends  fo r  l oca t ion  com par i sons , but no c lear pa t t e rn  fo r  the
d i spe rs ion  compar ison conc lus ions.  Th is c l a s s  c o n s i s t s of ra w

count s and ave rage—per—segmen t  f requenc ies  for i nvoca t i ons
(p roced u re  CALL s t a t e m e n t s  or funct ion re fe rences  in e x p r e s s i o n s )
anc is consider ea separately from the previous class since

mocuLa r i t y  i nvo l ves  not only the manner In w h i c h  the sys tem is
packaged ,  but a L s o  the f requency w i t h  wh i ch  the p ieces. are
invoked. For t h e  raw Count f re quenc ies  of c a l L s  to Intr insic
proc edures and Intrinsic routines, the trend is for the

ind ividuals  and disciplined teams to exhib i t  4 ew er c a l l s  than the
ad hoc t eams .  These In t r ins ic  procedures  are aLmos t  e x c L u s i v e l y
the input—output  opera t ions  of the Lang uage,  whi le  the i n t r i ns i c
func t io ns  are mainly data  type  convers ion rout ines.  The second
t re no for  locat ion com par i sons  occu rs  for two a s p e c t s  (a th i rd
asp ect is actually redundant ) related to the average frequency of

c a l l s  to p rog r am m er— def ined  rout ine$,  in wh i ch  the Indiv iduals
d ispLay higher average frequency than either type of team. This

seems cou pLed w i th group A l ’s preference for fewer but Larger

4 -.‘t - ., —:~- -
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routines, as noted above. With respect to dispersion comparisons,

several distinctions appear within this class, but no overaL l

inter pretation is readi ly aoparent (except for a consistent

r e f L e c t i o n  of a DI C Al  d i f f e r e n c e , with A T  fat lin g in between ,

le an i n~ one side or the other).

- - C l a ss V I I I :

W i t h i n  C L a s s  V I I I  (product aspec ts  deal in~ w i t h  i n te r—segmen t
commun ica t i on  v ia  f o rma l  p a r a m e t e r s ) , there  are only a f ew
d i s t i n c t i o n s  amon g the groups. W i t h  respec t  to l oca t i on
comp arisons, the totaL frequency of parameters and the average

frequency of parameters per segment both show a difference. The

interpretation is that

the individua l programmers tend to incorporate Less

i n te r—segment  co mmunicat ion v ia pa ramete rs ,  on the
a v e r a g e ,  than e i t he r  the ad hoc or the d isc ip l ined
prog ramm ing teams.

w i t h  respect to dispersion comparisons , in addition to the

d i f f e r e n c e  in the raw count of pa ramete rs  r e fe r red  to  in C l a s s  V ,
there is a strong difference in the variability of the number o’

c a L l — b y — r e f e r e n c e  p a r a m e t e r s ,  a lso apparent in the
p ercenta~ es—by—type—o f p *rameter aspects. The interpretation is

t ha t
the indiv idua L progra mmers w ere  more c o n s i s t e n t  as a
group in their use (in this case ,  avo idance )  of
re fe rence  p a r a m e t e r s  than e i ther  type of programming
team.

C L a s s  IX:

b~i thln C l a s s  IX (product  as pec ts  deaL ing  wi tP inter—segmen t

co rmu n ica t io n  v ia  g lobal v a r i a b l e s) , the re  are  seve ra l  d i f f e r e n c e s
amon g the g roups , in cL udin~ two which indicate the beneficial

influence of the discip lined methodo logy . This class is composed

of a s p e c t s  deaL in g w i t h  (a )  f requency  of  g toba ls ,  (b) ave rage
f requency of g L o b a L s  p e r  m o d u l e ,  ( C )  segment—global usage pairs

- _ _ _  _ _
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( f requency  of a c c e s s  pa ths  f rom seg ments to g lobals ) ,  and Cd)
s e L m e n t — ~~loba l— se; ment  data bindings rS t e v e n s ,  My e rs ,  ano
Cons tan t i ne  74 ; pp. 11.~— 119~ (f requency  of Log i ca l  binoings
bet ween two different se~ ment s via a globaL variable which is

m o c i f i e d  by the f i r s t  se~ ment and r e f e r e n c e d  by the second).

W i t h  respec t  to l oca t i on  compar isons,  t he re  Is the
Al C Al  = Dl distinction in sheer numbers of globals, par ticularly

tcoats which are modified durin g execution , as noted in CLa ss V.

How ever, when averaged per module, there appears to be no

distinction in the frequency of globaLs . The A l C AT = DI
difference in the number of possible segment—global access oaths

makes sense as the result of group A Z having both fewer segments

and fewer )tobaLs . ALL three groups had essentially simi lar

average Levels of actua l segment—global access paths, but several

d i f f e r e n c e s  appear ‘in the reLative percentage (actual—to—possible

r a t i o)  c a t e g o r y .  These  th ree  ins tances of AT C Dl = A X
— 

differences inoicate that the oegree o f  “gtoba tity ” for globaL

variables was hi w her for the individua ls and the disci p lined teams

than for the ad hoc teams. FinaLly, another AT � DI = A l

a i f f e r e n c e  appe ars for the frequency of possible

segm ent— gLoba L— se~ ment data binding s, indicating a positive effect

of the disci p Lined metho dology in reducing the possible data

coupling among segments. it may be noted that these Last two

c ategories of aspects, segment— globaL usage relative percentages - 
-

an d se ,,ment—~ LobaL— segaent data bindings, also reflect upon the

qual ity of modularizat ion, since good modularity should promote

the de,ree of “globa lity ” for ;Lo bats and minimize the data

coup ling among segments. The interpretation here is that

certain aspects of inter—segment communication via

globals seems to be positiveLy influenced, on the

average, by the oisc lp L ln ed methodoLo gy.

w i t h  r e s p e c t  to d i spe rs ion  compar isons ,  there is a diversity

o f  ~i 1 fe r e n c es  in th is  c L a s s ,  w i thout  any uni fy ing I n t e r p r e t a t i o n
in t e r m s  of the ex per imenta l  f a c t o r s .

— 
~I.. 4 J~J ~
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A practical methodo logy was designed and developed for

exp erim entaL l y and quantitative ly investlgatin~ the software

deve lo pment  phenomenon. It w a s  empLoyed to compare three
pa rtic u Lar software develo pm ent environments and to evaLuate the

relative Impact of a par ticular disciplined methodolo gy (made ur

of s o — c a l l e d  modern programming p r a c t i c e s) .  The experiments we re

successfuL in m easur ing differences among programming environment s

arm t h e  resuLts support the claim that disciplined methodoLogy

ef fectively improves both the process and product of software

deveLopm ent.

One way to substantiate the cLaim for ’ imoroved process is to

measure the effectiveness of the particular programmin g

methodo logy via the number of bugs In i t Ia lLy  in the system (i.e.,
in the init ial source code )  and the amount of e f f o r t  required to
relr .ove them. (Th i s  c r i t e r i a  was  independent ly  sugges ted  by
P r o fe s s o r  ‘!. Shooman of P o ly t e c h n i c  I ns t i t u te  of New Y o rk  wh i l e
speaking recently on the subject of sofware reliability moaets.)

ALt hou ,~h neither of these me asures was directl y computed , they are

each cLoseLy associated with one of the process aspects considered

in the s tudy :  PROGRAM CHANGES and ESSENT iAL  JO~ STEPS,
re sp ectiv ely. The statistical conclusions (on Location

com par ison)  for  both these a s p e c t s  a f f i r m e d  DI C *1 = A T  ou t co m es
at very low (< .01) s ig n i f ic a n c e  levels , ind icat ing  tha t  on the
avtroge the discip Line o teams measured Lower than either the ad

h o c  i n~ iv l d ua ts  or the ad hoc teams  w h i c h  both measured about the
same. Thus, the evIdence colLected in this study strongly

con firms the effectiveness of the disci p Lined methodolog y i n

~uiLoing r e L i a b l e  s o f t w a r e  e f f i c i en tLy .

T he second c L a i m ,  t hat  t he  product  of a d is c i p L ined  t e a m

shculd c L o s e L y  resembLe tha t  of a s ingle individuaL s ince t he
d i sc i p t i neo  methodo logy  assu res  a semb lence  of conce p tua l
i n t eg r i ty  w i t h i n  a prog rammin g tea m , w a s  part ially s u b s t a n t i a t e d.

_ _ _ _ _ _ _ _ _ _ _ _  
-

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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in many product aspects the products developed using the

d iscipL ined methodoLogy were either similar to or tended toward

t he p roducts deveLop ed by the individuaLs. In no case d i d  any of

the measures show the oisci otin ea team s products to be worse than

thcse Uevelope3 by the au noc teams. I t  is feLt that the

sui~e r fici aL i t y of most of the product measures was chiefLy

resgo nsi t.Le for the tack of stronger support for this second

cLa im . The need for product measures with increased sensitivity

to criticaL cha racteristics of software is very clear.

The resuLts of these experimen ts wiL t be used to guide

fur ther exper im ents arm siL l act as a basis for anaLysis of

software deveLo pment products and process es in the Software

En ;ineerin~ Laboratory at NAS A /GSFC (PasiLi et aL . 77). The

i n ten t ion  is to persue th is  type of r esea rch , e s p e c i a l L y  ex tend ing
th e study to incLude more sophisticated and promising programming

asp ects, such as Hatstead s software science quantities (Hals-tead

7’? ) ani o the r  s o f t w a r e  c o m p l e x i t y  me t r i c s  ( Mc C ao e 76).

--
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Ap~,end ix 1. Rj~~~~ Q~~ ~21e~ IQE 1b~ ~C2gC~.~~ 109 &~.QC~I~

The followin g numbered para~ r~ phs, keyed to the list of
aspects in TabLe 1 , explain in deta il the programming aspects

considered in the study. Various System— or language—dependent
t e rms  (e.g., module, segment , intrinsic, entry) are also defined

here.

(1) A £orn2~ 1er i2~ ~ie~ is a s ingLe a c t i v it y  pe r fo rmed  on a
coirputer at the operating system command Leve l which is inheren t

to the deveLo pment effort and invoLv es a nontrivial expenditure o’
comp uter or human resources. Typical job steps might incLude text

editin ,, moduLe compiLation, program collection or link—editin g ,

anc program execution; however , operations such as querying the

op eratin ç system for status information or requesting access to

on—line files would not be considered as job steps. In this

stuoy , only module compilations and program execution s are counted

as C OM P U T E R  J CB  STEPS.

(2) A 
~~~~~ cQ~~gII~~I12a 

is an invocation of the

im~~Leme nt a t i o n  Language p rocessor  on the source code of an
indiviJual module. In th is  study,  onLy comp i la t i ons  of modules
co m pr is ing  the f inal  s o f t w a r e  product (or L o g i c a l  p re d e c e s s o r s
thereof ) are counted as C O M P U T E R  JOB S T E P S\M O D U L E  C OM P 1L A T IO N S .

(3) A L l  M O D U L E  C O M P I L A T I O N S  are c L a s s ifi ed as e it her
IDENT ICAL or UNIQUE depending on whether or not the source code

c o m p i L e d  is t ex tua l l y  ident ical  to tha t  o f  a previous comp it at icn.

During the deve Lopment p r o c e s s ,  each unique c o m p i l a t i o n  w a s
necessary in some sense, w hiLe an identical compiLation couLd have

be t n  l o g i c a L L y  avo ided  by saving the r e L o c a t a b L e  Output  of a
pr evious compilation for Later reuse (except in the situation of

uncoin~ source  code rev i s i ons  a f t e r  t hey  have oeen t es ted  and
found to be erroneous or super fLuous ) .

C . . ) A x~~~iI2n i s an i n v o c a t ion of a co mp Le t e
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prc ,ra~ me r—deveLoped progr am (after the necessary compi lation (s )

anc coLLection or link—editing ) upon some test data.

(5) A rn çej ne2y~ 
jg~ ~j~g is an auxiLiary compilation or

, executio n of something other than the final software product.

Only job steps counted as COMPUTER JOB STEPS, but not counted as
— C OM P U T ER  J O B  STEPS~~M O DU L E  C O M P I L A T I O N S  or COMPUT ER JOB STEPS~

P R O G R A M  E X E C U T I ON S ,  are cou nted as C OM P U T E R  JOB STEPS~~

M I S C E L L A N E O U S.

(6)  A n  e,~ft ~Lj~
j  .i2~ 2Xe~ is a computer job step wh ich

involves the fina L software pro duct (or Logical predecessors
thereof ) and could not have been avoid ed (by off—Line computation

or by on—line storage of previous comp ilations or results). In
this study, the number of ESSENTIAL J09 STEPS is the sum of the

number of C O M P U T E R  JOB STEPS ~~M O D U L E  C O M P 1 L A T I O N S~~U N IQU E  plus the
numbe r of C O M P U T E R  J O B  S T E PS \ PR O GRA M  E X EC U T I ON S .

(7) The number of A V E R A G E  U N I Q U E  C O M P I L A T I O N S  PER M O D U L E  is

sim pLy the number of C OM P U T E R  JO B  S TE P S \ M O D U L E  C OM P IL A T I O N S~~U N I Q U E

div ided by the number of MODUL ES.

(3) The number of M A X  U N I QU E  C OM P I L A T I O N S  F.A.O. M O D U L E  is

simply the maxi m um number of unique comp ilations for any one

moo uLe of the f inal s o f t w a r e  p rocuc t .  F.A.O . stands for  “for any
one ”. Each unique compilation Is associated (either directly or

as a logical preoecessor ) with a particuLar mo aute of the final

prcduct; their sum is computed for each module ; and the maximum of

the sums ‘Is taken.

(9) T h e  ~~~~~~~ ~~~~~~~ m e t r i c  t Duns more and Cannon 77) is
dc- ’ inca in te r m s  of t e x t u a L  r ev i s i ons  In the source code of a
mocu le during the development period, from the time that module is

first presented to the computer system , to the com pLetion of the

project. The ruLes for counting program changes ——which are

re produced below from the paper referenced above with the kind

p er mission of th~ aut hors—— are such that one program cP~on g e

_ _ _ _ _ _ _ _ _ _ _ _  

- -
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sh~~~Ld repre sent appro x imate Ly one con ceptuaL change to the
pro~~ra a.

The f o L L o w i n g  each  rep resen t  a s ingle p rog r a m change :
(a) one or more changes to a single statement,

(A s in g le sta tement in a pro ;ram represents a sin ciLe
conce pt and even multiple character changes to that
statement represent mental activity w ith a singLe
concept. )

(i..) one or more statements inserted between existing
statements ,

(The contiguous ~rou p of Statemen ts inserted probably
corre sponds to a single abstract instruction. )

Cc ) a change to a sin gLe statement f o L L o w e a  by the insertion
of ne w statements.

(This instance probab ly repres ents a discovery that an
existin g Statement is insy fficient and that it must be
altered and suppLemented in order to achieve the single
concept for w hi ch it was produced. )

H o w e v e r , the fo L L owin ~ are not counted as program chanacs :
(o) the deletion of one or more existing statements,

(Sta tements which are d e L e t e d  must usualLy be rep laced
with other statements elsewhere. The inserted
statements are counted ; counting deletions as welt would
;ive double weight to such a c h an ç~e. Occasionally
statem ents are deleted but not repLac ed; these are
pr obably being used for debu gging purposes and t h e i r
deLetion takes no great mental activi ty. )(b) the inser ;ion of  standard ,ou tput statements or special

co mpiLer—prov ided debugging directi ves ?(These are occasionally inserted in a whoLesale fasion
dun n; debug~,ing. When the probLem is discerned , these
are then all, removed , and the actua l ststem ent change
takes place.)

(c) the insertion of blank lines, insertion of commen ts,
revision of comments, and reformatting wi thout a l t e r a t i o n  of
exis ting statements.

(These are aLl judged to be cosmetic in nature.)( FrG ;ram changes are countea automa tically according to a specific

aL - oni thm .ihich symbolicaLly compares the source code from each

pair of consecutive compilations of a particular moduLe (or

Lo c ica t predecessor thereof ). Thus the total number of program
chon~ es is a measure of the amount of textual revision to source

coce durin g (postdesl-gn ) system development.

(1~~) A ~~~~~~ is a separately com piLed portion of the

co mp Lete software system. In the im plementation language SIMPL—T ,

a typica l module is a coLLection of the decLarations of severaL

; Lc o a L  v a r i a b l e s  and the definitions of severaL segments. tIn

this stucy, only those modules which comprise the fina l product

are counted as MODULES.]

(11) A ~~~rntn1 is a colLection ~ 4 source code statemen ts,

to -e ther w i t h  d e c l a r a t i o n s  f o r  the format parameters and LocaL

variables mani pu Lated by those statements, which may be invoked as

~~~~
- ‘

~~
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au operational unit. In  the implementation Language SIrØ FL—T , a

seçme nt  Is e i t he r  a va lue—re tu rn in g ~~Qç~ ,jQQ ( invoked v ia
re ferenc e in an exp ression) or else a non—value—returning

~rc~~ d~ r~ (invoked via the CALL statement ), and recursi ve segments

are aLtow ec and ful ly supported. The segment , function, and

prcced ure  of S~ MPL— T cor respond to the (sub)program , function , an d

suLroutine of FORTR A N, res pectiveLy.

(12) The group of a s p e c t s  named S EGME ~IT TYPE COUNTS,  e t c . ,
gives the absolute number of programmer—defined segments of each

type. The group of aspects named SEGMENT TYPE PERCENTAGES, etc.,

gives the relative percentage of each type of segment, compared

with the total number of programmer—defined segments. The second

grcup of a s p e c t s  is computed f rom the f i r s t  by s imply  dividing “y

the number of S E GMENTS,  as a way of no rmal i z ing  the segment  t ype
coun ts.

(13) Since segment definitions in the Im otementation Language

sIr ••PL—T occur within the context of a moduLe, this pro vios a

natural way to normalize (or average ) the raw counts of segments.

T h e  A V ~~ A GE SEGMENTS PER MODULE aspec t  r ep resen ts  the number of
se~ oe nt s  in a t ypi ca l  mocule. It Is com puted in the obvi ous way.

(iL) The number of LINES ‘I5 the total count of every textuaL

L ire in the source code of the compLete final product, in clud in a

comments , compiLer directives, variabLe declarations, executab le

statements, etc.

(is) The number of STATEMENTS counts only the exe cutable

cor .s-truc -ts in the source code of the c o m p l e t e  f ina l  produc t .
These are hi g h—LeveL, structured—programming statements, incL ualna

s l n ,.Le sta tements ——such as assi gnment and procedure ca L L — —  as

weLt as co mpound statements ——such as if—then—else and while—do——

wh i ch have other statements nested within them. The

i m p Lementation Language S IM P L— T  allows ex actLy seven different

stat ement types (re ’errea to by the i r  d is tinguish ing k e y w o r d  or
sym bo l)  cove r ing  ass ignment  ( :=), alternation—seLection (IF ,

_  -~ 
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C A S t ) ,  i t e r a t i o n  (WHILE,  E X I T ) ,  and o rocedu re  i n voca t i on  (CALL ,
RETUkN). Input—out put oper ations are accomplishe d v~ a calls to

certain intrinsic pro cedures.

(16) Th e group of aspe :t s  named S T A T F ~ ENT T Y P E  COU NTS,  e t c . ,
- 

- dive s the absolute number of executable statements of each type .

The group of aspects named S T A T E M E N T  T YPE  P E R C EN T A G E S ,  e tc . ,  g i v e s
the re lative percentage of each type of statemen t, comp ared wi t h
the totaL numbe r of executable statements. The second group of

aspects is computed from the fir st by simp ly div id ing by the
nir’ber ~f STATEMENT 5 , as a way of normalizing the statement type

coL.nt S.

(1’) As mentioned aoove , the : symboL denotes the assignment

statement. It assigns the value of the expression on the right

hand side to the variable on the Left hand side.

(1w ) Bo th if—then and i f — t h e n — e L s e  c o n s t r u c t s  are counted ~s
IF stat ements. Each IF statement aLlows the execution of either

th e then— or else— part statements, depending upon its Boolean

expression.

(V’) The CASE statement provices for selection from severa l

a l t e r n a t i v e s ,  depending upon the va lue  of an expression. In the

im .-Le me n tati o n language SIMPL—T , e x a c t L y  one of the a l t e r n a t i v e s
(or an op t ionaL else—part ) is selected per execution of a CASE, a

list of constants is expL i citLy given for each aLternative , and

selection is based upon the equaLity of the expr ession value wit h

one of the constants. A case construct with n aLternatives is

Lo ;ica Ll ,y ana semanticaLly equivalent to a certain p attern of n

nested if—then— e lse constructs.

(2 m )  The WH I LE s t a t e m e n t  is the onLy  i t e r a t i o n  or Looping

constru ct p rov ided by the Imp lementation Language SZMPL T. It

allow s the statements In the Loop body to be executed repeatedly

(zero or more times ) depending upon a 9oolean expression wh i ch is

r e e v a l u a t e d  at e v e r y  it e r a t i o n ;  the Loop may a l so  be terminated

- - _ _ _ _ _  ____________
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via an E XIT statement. Each WHILE statement m0y be optionaLLy

tatete d with a designator (referenced by EXIT statements ) which
uni~ ueLy identifi es it from other neste l WH ILE statements.

(21) The EXIT statement aLLows the abnorm aL termination of

i teration Loops oy uncondition aL transfer of controL to the

statement immediateLy foLLowin g the WHILE statement . Thus it is a

ver y restricted form of GOTO. This exiting may take pLace from

any depth of nested Loops, since the EXIT statement may op tiona LLy

name a designator which identifies the Loop to be exited; without

such a designator onLy the immedia teLy encLosing Loop is exited .

(i?) Since there are two types of segments in the

imp Lementation Language SIMPL—T , there are two types of “c a L L s ” or
segment invocations. Procedures are Invoked via the CALL

statement, and functions are invoked via reference in an

expression . The counts for these separate constructs are reported

separate ly as the (PROC )CALL and FUNCTION CALL aspects, ano

jointL y as the INVOCA TIONS aspect.

(2’) 
~ri~~J.c means provided and defined oy the

im~ Le me ntation Language; ngnjn1rin~j~ means provided and defined

by the prog rammer. These ter”~s are use d to distinguish buiLt—in

pr ocedures or functions (which are supported by the compi ler and

utiLized as primitives ) from segments (which are wr itten by the

pro~ ra.mer himself). Nearly aLL of the intrinsic procedures

provided by the imp lementation Language SIMPL—T perform

in put—output operations ano externa l data file manipuLations. A L L

of the intrinsic functions provi ded by SI~ PL— T perform data type

convers ions and character string manipu lations.

(24) The RETURN Statement alLows the abnorma L terminatio n of

the current se;ment by unconditionaL resumpt ion 0f the previous ly

exe cutin; segment. Thus it is another very restricted form of

GO T3. Within a function , a RETURN statement must specif y an

expression, the va L u e of which becomes the value returned for tI~e

fur.cti3r’ invocation. ~it hl n a procedure, a RETUR N statement must

~~~~~~~~
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not specify such an expression. A dditi ona ll y, a simple RETURN

statement is optionaL at the textual end of procedures; it wi L t be
im p LicitLy assumed if not ex p LicitLy coded. Tn this study, the

total number of expLic i t l y coded and impLicit l y assumed RETURN

statements, both from functions and procedures combined , is

counted.

(25) The AVERAGE STATEMENT S PER SEGMENT aspect provides a way

of norma lizing the number of statements relati ve to their natural

encLos ure in a program , the se9ment. The measure also represents

the Length , in executabLe statements, of a typ icaL segment of the
zprc ,ra ut.

V

(26) In the imp lementation Langua ge SIMPL—T, both simple

(e. ., assi gnment ) and compound (e.g., if—then—else ) statements

may be nested inside other compound statements. A pa rticuLar

n e s t i n j  ~evej is associated w ith each statement, starting at I for

a stà~teme nt at the outermost LeveL of each segment and increasing

by 1 for successively nested statments . Nesting Leve l can be

displ aye d visuaLLy via proper and consistent indentation of the

souce code Listin g.

(2’) The number of DECISIONS is simp ly the sum of the numbers

o f  IF , CASE, and WHILE statement s within the complete source code.

Each of these statements represents a uniaue (possibly repeated )

run—t i me decision coded by the programmer. This count is closeLy

associated with a recentLy proposed comp lexity metric (McCabe 763

which essentiaLLy refLects the number of binary—branching

decisions represented in the source code.

(2!) 
~~~~~ 

are the basic syntactic entities ——such as

ke~ .orus, oper ators, parentheses, identifiers, etc.—— t hat occur

in a program statement. The avera~ e number of tokens per

stateme nt may be viewed as an indication of how much “infor mation ”

a typicaL statement contains , how “powerf ul” a typicaL statement

is, or how conciseLy the statements in general are coded.

____________ . _

~~ 

- ________
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(29) An i~~2~~1i2c is simply the syntactic occurrence of a

cons truct by which either a programmer—defined segment or a

built—in routine is invoked from within another segment; both

proce dure caL l s and function references are counted as

INVG CAT IONS . They are (sub )cLassified by the type (i.e., function

or j..rccedure, nonintr ins ic or intrinsic ) of segment or routine

being i r lw3ked.

(30) The group of aspects named AVG INVOCAT iONS PER (CALLING )

SEGMENT, etc., represents one way to normaLize the absoLute number

of invocations. These aspects refLect the numoer of calLs to

prc~ rammer— def ined segments and bui lt—in routines from a typica l

prc~ ra mm er—d ef ined segment. They are (sub )cLassified by the type

of segment or routine being invoked. The measures for this group

of aspect s are computed by simpLy dividing each of the

correspon ding measures in the INVOCATIO N S aspect group by the

nu mbe r of SEGMENTS.

(31) The group of aspects named ~VG INVOCATICNS PER (CALLED )

SE GMENT , etc., represents another way to normaLize the absolute

nu mber of invocations. These aspects reflect the number of calls

to a typicaL pro grammer—defined segment from other segments. They

are (sub )cLassified by the type (i.e., function or procedure ) o f

segment being invoked ,

I
(32) A ft ~~ 

y
~t i~~1~ 

is an in dividua ll y na med scatar or arra y

of scaLars. In the impLementation Language SIMPL—T , (a) there are

three data 1xg~s for scaLars ——integer, character, and (varying

Len;th) string—— , (b) there is one kind of data ~~~~~~~~~ (besides

scaLar ) ——s ingle dimensiona l array, with zero—origin subscri pt

r a r~ e—— , and Cc) there are severaL Levels of 
~~~~~ 

(as exp Lained

In no te 3 beLow ) for data variables. In addition, all cata

variables in a SIMPL—T program must be ex p LicitLy decLared, wit h

3ttr ibutes fully specified. The number of DA TA VARIABLES is

computed by counting each of the data variables decLared in the

finaL sof tware product once, regardless of type, structure, or

scope. Note that each array is counted as a single data variable.

¼
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(3!) In the im p leme nt o t ion  Lang uage S IMPL T , data  v a r i a ø l e s
can have any one of essentiaLLy four LeveLs o’ ~~~~ ——en try

;tctaL , nonentry globa l , parameter, and LocaL— — depend ing on where

anc~ how they are decLare G in the program . ‘Jo te that the notion of
scope deaLs only with static accessibiLity by name; the effective

accessibiLity of any variable can aLway s be extended by passing it

as a parameter betw een segments. The scope Leve ls are exp Lai ned

here (ama presented in the aspect (sub )cLassifications) via a

hierarch y of distinctions.

The primary distinction is between globa l and nongtobaL.

GLo ba L variables are accessibLe by name to each of the segments in

the module in which they are decLared. ~gQ9jgQaj variabLes are

accessible by name onLy to the single segment in which they are

decLared.

GLobaL vara ib te s are secondarily di stinguished into entry and
4 nonentry. 

~~~~~ J~g~~ js are actually accessible by name to each
of the se g ments  in seve ra l  ( two  or more )  modules:  the moa uLe wh ich
dec l a ree  it ENT RY , pLus each of the modules wh ich decLared it

E X T e r n a L (as ex p la ined  in note 34 b e L o w ) .  N~ nEn LrZ ~jgb~ js are
accessibLe by name onLy within the module in which they are

dec La red.

Non~~Lo bat  vd r i ab Les  are Seccn dar iLy  d is t inguished into fo rmaL
p a r a m e t e r  and LocaL .  Forma t 

~~~~~~~~~~ 
are a c c e s s i b L e  by name

onLy wi thin t!~e encLosin~ (caLLe d) segment, but their vaLues are

not c o m p L e t e L y  unreLated to the ca lLi n g segment (as exp lained in

note 36 below ). ~gç~js are accessibLe by name onLy within the

encLos in g  seg ment ,  and their vaLu es  are c o m p L e t e l y  i so la tea  f ro m
t any other segment.

(31.) ~~~~~ means that the data  v a r i a b L e  tor segment )  is
decLared to be accessi bLe f rom within other separateLy compiLed

uocu t e s  (in wh ich  it must be ex p licit l y aecLared as EXTernaL ).

~2~~c1L x means that the data variable (or segment ) is accessible

onLy w ithi n the module in which it is declared (or defined). 1r

this study these term , are used pertaining only to gLoba L

‘~ varia bLes. “ Entry  g lobaL”  actualLy constitut es an extra LeveL of

~~~~ 

“nonentry g Lo~ .L”. C A t t h o u g h t  he imp t emen tat ion
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Lan~ ua~ e S1MPL—T does aLlow the EXTernal attr ioute to be declared

for Local varia bLes ——just the encLosing segment has access to a
gLobaL decLared in a different modu le—— , i t is an extremeLy

obscure and rareLy uses feature; it never occurred in any of the

fin aL software products examined in this study.)

(3~) MgØ~~f j~ j  means referred to, at Least once in the program

source code, in such a manner that the value of the data variable

wouLo be (re)set when (and if) the appropriate statements were to

be executed. Data var iabLes can be (re)set only by (a) being the

“target ” of an assignment statement , (b) being passed by reference

to some programmer—defined segment or cuitt— ir , routine, or Cc )

be i n g name d i n an “input statement. ” This third case is reaL ty

covered by the second case since aL L the “input statements ” In

SIMPL—T are actually caLLs to certain intrinsic proceaures w i t

passe d—by—reference parameters. ~nmgdjfied means referred t

throughou t the program source code, in such a manner that the

vaLue of the data variabLe couLd never be (re)set during --

execution. These terms are used pertaining to gLobal data

var iabLes; any gLoba L variabLe is alLowed to have an initial vaLue

(cons tants only) specified i~ its declaration. Globats which are

ini tiaLized but UNMODIFIED are particuLarly useful in SIMPL—T

pro;raas, serving as “name d constants. ”

(36) The implementa tion Language SIMPL—T aLLows t w O  types of

parameter passage . Pass—by— ~1jWt means that the value of t.~e

ac tua L argument is simpLy copied (upon invocation ) into the

correspon ding formal parameter (which thereafter behaves like a

locaL variable for aLL intents and purposes), with the effect that

the caLled routine cannot modify the value of the cal ling

se gmen t~~s ac tuaL arg iment. Pass—by—ctL~ ttu~t means that the

ad aress of th e actuaL argument ——which must be a varia ote rather

than an expression—— is passed (upon invocation ) to the called

routine, with the effect that any changes made by the called

ro u tine to the corres p onding formaL parameter w I L L  be reflected in

the value of the ca lL in g se gmen t ’s ac tual argument (upon return).

In £I~~PL—T , for mal parameters which are s c a L a r s  are normally

-
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(de fau l t)  passed by vaLue,  but they may be ex o t i c i t ly  decLa red  to
be pas sed by reference; formal parameters which are arrays are

1 ; aLw a ys passed by reference.

(37) The group of aspects named DATA VARIABLE SCOPE COUNTS ,

H etc., jives the absolute number of decLar ea data variables

accor ding to each Level of scope. The group of aspects named DAT A

VARIABLE SCOPE PERCENTAGES, etc., gives the reLative percentage of

varia bLes at each scope LeveL, compared with the total number of

decLared  variabLes. The second group of aspects is computed f r om
the first by simply dividing by the number of DATA VAR IAe LES , as a

way of normaLizin g the data variable scope counts.

(3!) Since data variabLe declarations in the imp Lem entation

La n~ ua~ e SIMPL—T may only appear in certain contexts within the

prc jra m —— gLoba ls in the context of a module and and nonglobaLs in

the context of a segment—— , this p rovides a natural way to

normaLize (or average) the raw Counts ~f data variables. The

;rc up of aspe : t s  named AVE RA GE GLOBAL VARIABL E S PER MODULE, etc.,

repres ent the number of ~LobaLs decLared for a typ ical moduLe.

They are computed by simply divid ing each of the corresponding raw

coun ts of globaL data variables by the number of MODULES. The

group of aspects named AVERAGE NONGLO BAL VARIABLES PER SEGMENT ,

etc., represent the number of nongLobaLs decLared for a typ ical

segment. They are computed by simply dividing each of the

correspondin g raw counts of nongLobaL data variables by the number

of SEGMENTS.

(39) Since there are two types of parameter passing

mechanisms in the implementation Language SIM PL—T (as exp Lained in

note !~ above), it is desirable to normaLize their raw frequencies

in to relative percentages, indicating the programmer ’s de g ree o’
“preference ” for one type or the other. The group of aspects

na mec PARAMETER PASSAGE TYPE PERCENTAGES, etc., gives the

p e rc e n ta ges of each type of parameter reLative to the totaL num t~er

of parameter s dec lared in the program. They are computea Ir. t~~e
obvious w a y .

- 4
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(4’fl A segment—global ~~~~~ g
~
j
~ 

(p,r) is simp ly an ins tance
of a gLooaL variable r being used by a segment p (i.e., the global

is either modif ied (set) or accessed (fetched) at Least once

within the stat’ments of the segment). Each usage pair represents

a unique “u se connec t ion ” between a global and a segment. Usage

pairs are (su b )ctassifieu by the type (i.e., entry or nonentry,

modified or unmooified ) of gLoba l data variable invoLved .

In this stuay, sew men t—gl oba l usage pairs were counted in

three different ways. First, the (SEG,GLOBAL) ACTUAL USAGE PAIR

coun ts are the absolute numbers of true usage pairs (p, r): the

~Lc baL variable r is a c t u a l L y  used by segment p. They represen t

the true frequencies of use connections w ith in the program.

Second, the (SEG,GLOBAL ) POSSIDLE USACE PAIR counts are the

absolute numbers of potentiaL usage pairs (p,r), given the

• pro~ ram s gLobaL var iab les  and their dec la red  sco pe:  the sco pe of

• ~Looa L variable r simpL y contains segment p , so that segment p

coul d potentiaLly modify or access r. These counts of possible

usage pa i rs are computed as the sum of the number of segmen ts in
eac h gLobal ’s scope. They represent a sort of  “wors t case ”

• fre quencies of use connections. Third, the (SEG ,GLOBAL ) USAGE

REL AT 1IE PERCENTAGE Counts are a way of normaLizing the number of

usage pairs since these measures are simply the ratios (expressed

as percen tages )  of ac tuaL  usage pa irs to  possibLe usage pai rs .
They represent the frequencies of true use connections relative to

potentiaL use connections. These usage pair relative percentage

me trics are empirical estimates of the LikeLihood that an
arb itrary segment uses (i.e., sets or fetches the vaLue of) an

ar bitrary gLobaL variable.

(‘.1) A segm ent— gl obaL—segment ~~~~ ~~jn~ (p,r,q) is an

occurrence of the followin g arrangement in a program (Stevens,
M yers, and Constantine 74): a segment p modifies (sets) a gLobal

varia bLe r which is aLso accessed (fetched) by a segment q, wit h

segm ent ~. different from segment q. The existence of a data
b ind1n~ (p,r,q) indicates that the behavior of segment q is

proba bL y dependen t on the performance of segment p because of tP~e

data variable r, whose vaLue is set by p and used by q. The

V
. 

.~~1. ~~~~~~~~
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bi ndin~ (p,r,q) is differen t from the binding (q, r,p) which may

aLso exist; occurrences such as (p,r,o) are not counted as data
bindin ds. Thus each (SEG,GLOPAL ,SEG) DATA BIf~DING represents a

uni9ue communication path between a pair of segments via a globaL

variabLe. The total number of (SEG,GLO ~ AL ,SE~ ) DATA BINDINGS

V 
refLects the degree of a certain kind of “connectivity ” (i.e.,

- 
V between segment pairs via ~ Loba Ls)  w i t h i n  a co m pLete  program. V

(42) In this study, segment—gLobal —segme nt data bindings were V

counted in three different ways . First, the ACTUAL count is the

absolute number of true data bina ing s (p,r,q): the globa l variabLe

r is actually modified by segment p and actuaLly accessed by

se~ men t 
~~• 

It represents the degree of true connectivity in the

pro~ ra m. Second , the POSS19LE count is the absolute number of

potentia l data bindings (p,r,q), given the program s globaL

var iab les  and their  decLared scope: the scope of globa L variabLe r

V 
s im ,Ly conta ins  both segment p and segment q, so that  segment p
coasLi .j o ven t iaLLy  modi fy r and segment q could po ten t i aLLy  access

r. This Count of POSSIBLE data  bind ings is computed as the sum of
te rms s~~(s—1 ) for eac h global, where s Is the number of segments
in that ;Lobat s scope; thus, it is fairL y sensitive (numerically

speaking) to the total numoer of SEGMENTS in a program. It
represents  a sort of “wors t case ” degree of potential

connectivity. Third, the RELATIVE PE RCEN T AGE is a way  of

normaLizin g the number of data bindings since it Is s imp ly  the

quotient (ex pressed as a percentage ) of the actua l data binding s
div ided by the possib le data  bindings, it represents the degre e
of true c o n n e c t i v i ty  rela tive to potential connectivity.

4 (..!) Ac tua l data bindings are (sub) c L a s s i f i e d  as
“sutfuncti ona l” or “independent ” depending on the i nvoca t i on
reL itio n sh ip between the two segments. A data binding (p,r,q) is

~~~~~~~~~~~ if ei ther of the two segments p or q can invoke t~ e

other , whether  d i r e c t l y  or i nd i rec tLy  (via a chain of i n te rmed ia te
V invocations invoLvin g other se~ men ts). In this situation , the

func t13n of the one segment may be viewed as contributing to the

overaLL func tion of the other segment. A data bindin g (p,r,q) is

‘ _ _ _ _ _ _ _ _ _
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V ~~~~~~~~~~~ if ne i ther  of the two  seg~nents p or q can invoke the

other, whether directly or indirect ly. The transitive cLosure of

the caLL graph among the segments of a program is employed to make

this distinction between subfunctiona l and independent .

(44) There exist severaL instances of dupLicate prog ramming

aspects in the Taole 1 Listing. That is, certain logica LL y unicue

V 
aspec ts appear a second time with another name , in order to

provide alternative view s of the same metric and to achiev e a

cert ain degree of completeness within a set of related aspects.

For example, the FU’JCTION CALLS aspect and the STATEMENT TYPE

C3W ~TS~~( PR 3C ) CALL aspect  are L is ted  (and ca tegor i zed  a p p r o p r i a t e Ly )
from tne viewpoint of the various type of constructs which

comprise the the impLementation Language .. 9u 4. the very same

metrics can be considereu from the unifying viewpoint of the

various subtype frequencies for segment invocations, and thus it

is desirabLe to include the duplicate aspects IUVOCATIONS~
FUt4CTIONS and INVOCAT IONS~ PROCE DURES as part of the naturaL

V 
cate gorization of I’JVOCAT IONS. Listed below are the pairs of

dup Licate programm ln~ aspects that were considered in this study:

1. FUNCTION CALLS
I T  < >  INVO CA TION S ~~FUNCTI ON

2. FUNCTION C AL LS~~NO N1NT R1NS IC

(‘  INVO CAT ION S~~FUN C T ION~ NONINTRINSIC

3. FUNCTION CALLS~ INTRINSIC -

< )  INV O CAT ION S ~~FU NCT T O N~~INTR INSIC
4 . STATE MENT TYPE CO UNTS~~( P R O C ) C A LL

• 
< >  INVOCAT IO NS~~P RO C EDURE

• 5. STATEMENT TYPE C~ UNT S~~( PROC ) CALL ~ NONINT RINSIC

<= > I NV O CA TI O NS ~ PRC e C E DUR E~~NO NINTR INS IC

6. STATEMENT TYPE COUNTS\ (PROC )CALL~ INTR!NS1C
(
~~~ 1NVOC A T IO NS ~ P RO CED U R E~~INTPINS!C

V 7. AVG INVOCATIONS PER (CALLING ) SEGMENT~ NO N INT RI NSI C
< >  AVG INVOCATI ONS PER (CALLED ) SEGMENT

• 3y Uef in ition , the data acores obtained for any pair of duplicate

aspects wi l L be indentical, and thus the same statistical

conc !.usions w ill be reached for both aspects.

hi .~~~. - V • -— - - - • ~~~• L~~~~: 
-- V 

-
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The foLLowin g numbered Sentences simpLy provide English

tr anslations for the non—null t2~~ 11QC 
comparisons presented in

symboLic equation form In Table 2.1. They may be skimmed by the

reaaer since they do not add to the information appearing in the

table.

(1) ACcO rdin~) to the SEGMENTS aspect, the individuals (A!)

organized their software into noticeably fewer routines

(i.e., functions or procedures) than either the ad hoc teams
(A T) or the disciplined teams (DI). 

V

(2) eotPt the ad hoc teams (AT) and the disci p lined teams CDT)

decLa red  a noticeabLy larger number of data variab les (i.e.,

scalars or arrays of scaLars) than the individuals (Al),

according to the DATA VAR IABLES aspect.

(3) In particular, a definite trend toward this same difference

was apparent in the number of global variabLes, the number of

g lobal var iab les whose va lues cou ld be modified during

execution, and the number of formal parameter variabLes ,

according to the DATA VA R IABLE SCO PE COU NTS~ GLO BAL, D AT A

VA RIASLE SCOPE COUNTS~ CL OB AL~ MODIFIED, and DATA VARIABLE

V 
SCOPE CO UN TS~ NONGLO5AL~PARAMET ER aspects, respectively.

(4) A trend existed for the individ uals (A!) to have a smaLLer

percentage of formal parameters compared to the total number

of declared data variables than either the ad hoc teams (AT)

or the discip lined teams CDT), according to the DATA VAR IABLE

V SCOPE PERC ENT AG ES ~~NONG LO RAL ~ PA RA ME T E R a so e c t .
(5) Accordin g to the AVERAGE NONGLO BAL VA RIA BLES PER SEGMENTS

PA~ A 4ETER aspect, there was a trend for the individuals (Al)

to have fewer formal parameters per routine than did either

the ad hoc teams CAT ) or the discipLined teams CDT).

(6)  A de f in i te  trend e x i s t e d  for the individuaLs (A!) to have

fewer possible se1ment— gtobaL usa;e pa irs (i.e., potential

access of a gLobal variable by a routine ) than either the ad
V hoc teams (AT) or the disciplin ed teams CDT), ac c crd i ng to

— - 
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the (SEG,GLO3AL ) PCSSIRLE USAGE PAIRS aspect.
(7) According to the AVERAG E STATEMENTS PER SEGMENT aspect, the

indivi duals (Al) dispLayed a trend toward having a greater

n~&mber of statem ents per routine than did either the ad hoc

teams (AT) or the disciplined teams CDT). V

(3) There existed slight trends toward more caLLs to

pro gramm er—aefined routines per calLing routine and per

called routine for the individua ls (A!) than for either the

V 

- ao hoc teams (AT) or the disciplined teams (DI), according to

the AVG INVOCATIONS PER (CALLING ) SECMENT~ NONIN1R!NSIC and

A V G  INVOCATIONS PER (CALLED ) SEGMENT aspects.
(9) In addition , a very sLight trend existed for the individuals

(Al ) to have more caLls to progr ammer—defined functions ,

averaged per programmer—defined function, than either the ad

hoc teams (AT) or the discipLined teams (DI), according to
V the AVG INVOCATIONS PER (CALLED ) SEGMENT~ FU NCTION aspect.

(10) According to the DATA VARIABLE SCODE PERCEMTAGE S~ NONGLOBAL \
V L3CAL aspect, the individua ls (At) had a Larger percentage of

Local variabLes compared to the tota l number of declared data

varia bles than either the ad hoc teams (AT) or the

-
• 

disciplined teams CDT).

(11) A slig ht trend existed for both the individuals (Al) and the

discipLined teams (DI) to have a larger reLative percent age

of seg ment— gLoba L usage pairs (i.e., the ratio of actual

se gment—gLo oal usage pairs to possible se~ men t—gLoba l usage

pairs ) than the ad hoc teams (AT) for nonentry gLobal

V 
va riables whose values were not modified during executio n

V (i.e., the simpLest kind of “named constants ”), according to

the CSEG ,GLO9AL ) USAGE RELATIVE PERCENTAC ’ES~ NONENTRY~
U;4MODIFIED aspect.

(1Z) According to the STATEMENT TYPE COUNTS\1F and STATEMEN T TYPE

PE PC ENTA GE~ IF aspects, both the individuaLs (Al) and the

disc iplined teams (~ T) coded noticeably fewer IF s t a t e m en t s
than the ad hoc teams (AT), in terms of both total number and

percenta ge of total statements.
(1 )  A trend existed, according to the STATEME N T TYPE CO UNT S~

( PROC )CA LL.~~1NTRINSIC asp ect, for the ad hoc teams (AT) to make

~~~~~
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a Lar~er numoe r of calls on intrinsic procedures (i.e.,

bu il t— in Lan;ua~ e—pro vided routines primariLy for

input—output ) than either the individuals (Al) or the

disci p lined teams CDT).

C14) According to the STATEMENT TYPE COUNTS~ RETURN aspect, the ao

hoc teams (AT) had a noticeably larger number of RETURN

statements than either the indivi duals (Al) or the

disciplined teams (DI).

(15) A ccording to the DECISIONS aspect, both the individuaLs (A!)

and the disci p lined teams CDT) tended to code fewer decis i cns

(i.e., IF , aHILE, or CA SE statements ) than the ad hoc team s

(A T ) .

(1~~) A trend existed for the ad hoc teams CA T ) to have more calls

to intrinsic procedures, with a noticeably Larger number of

caLls to intrinsic routines (i.e., bui Lt—in language—provided

procedures and functions, primari ly for input—output and type

con version ), than either the individuaLs (Al) or the

disciplined teams (~ T), according to the INVO CAT ION S~
PROC E D U R E\ I N T R I NS IC  and INVOCAT IO NS ~~INTR INS !C a s p e c t s ,

r es pe c t i  we Ly .
(17) A c c o r d i n g  to the ( ! EG , G LO B A L , S E G )  DA T A BINDINGS~~PO SS IBLE

V aspect, there was a sLight trend for both the individuals

(Al) and the discipLined teams (DI) to have fewer possib le

data bindin gs rStevens, Myers, and Constantine 74) (i.e.,

occ urrences of the situation where a gLobal variable r is

both potentialLy modified by a segment p and potentiaLLy

accessed by a segment q, with p different from q) than the ad
V 

hoc teams (AT).
V C 1E ) Accor aing to the COMPUTER JOB STEPS aspect, the disci pLine d

teams (DI) required very noticeably fewer computer job step s

(i.e., mocuLe comp i la t ions ,  program e x e c u t i o n s , or

mis ceLlaneous job steps) than both the ind iv iduaLs (Al ) and

tne ad hoc teams (AT).

(19) This same difference was definitely apparent in the total

num ber of moduLe compilations, the number of unique (i.e.,

no t an identicaL recompilation of a prevIously compiled

module) module compiLations, the number of program

•

~~~~~ 
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executions, and the number of essential job steps (i.e.,

unique module compiLations pLus program executions ),

according to the COMPUTER JOB STEPS~~ OD ULE COMPILATIONS,

CO’PUTER J0~ STEPS~ MO DULE COM PILAT IONS~ UNIQUE, COMPUTER JOB

STEPS~ PRCGRAM EXECUTIONS, and ESSENTIAL JOB STEPS aspects,

r e s p e c t i v e l y .
(2C) A trend existed for both the individua ls (A!) and the ad hoc

teams (AT) to have required more miscelLaneous job steps

(i.e., au xi Liary compiLations or executions of something

other than the finaL software product ) than the discipLined

teams CDT), according to the COMPUTER JOB STEPS~ M ISCELLA NEOU S

aspect.

(21) According to the AVERAGE UNIQUE COMPILATIONS PER MODULE and

VAX UNIQUE COM PiLATIONS F.A.O. MOD ULE aspects, respec tiveLy,
V 

the discip linea teams CDT) required fewer unique comp iLations

per module on the average , with a definite trend toward fewer

unique comp ilations for any one module in the worst case,

than either the individuaLs (Al ) or the ad hoc teams (AT).

(22) A ccor oin g to the LINES aspect , there was a definite trend for

the individuals (Al) to have produced fewer totaL symbolic

Lines (inc l udes comments, compiler direct ives, stateme nts,

declarations, etc.) than the disci p lined teams CDT ) who

produced fewer than the ad hoc teams (AT).

(23) A definite trend existed for the individuaLs (Al) to have a

Lar ger reLative percentage of segment—gLobaL usage pairs for

entry gLoba l. s and for entry gLobats which could be modified

during execution than the disciplined teams (DI) who had a

larger sti lL percen tage than the ad hoc teams (AT), according

V to (SEG,GLOBAL ) USAGE RELATIVE PERCEN TAGE S~ ENTRY and
V 

( S E G G L O 9A L )  USAGE R E L A T I V E  PE ° CE r4T A G ES ~~E NTRY ~~MO DIFI ED 
V

aspects, respective Ly.

(24) A ccorain g to the P°3GRAM CHANGES aspect, there ex istea a

trend for the disci p Lined teams CDT) to require fewer te x tual

revisions to build and debug the software than the

individuaLs (Al) who required fewer revisions than the ad hoc

teams (AT).

• V~~~~~~
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The foLL o~ ing number ea sentences simoty provide English V

translations for the non—null ~~~~~~~~ conclusions presented in

sym ooL ic equation form in Table Z.2. They may be skimmed by the

reaoe r since they do not add to the inform ation appearin g in the

V 
ta~~Le.

V 

(1) The individuals (AZ) displayed noticeabLy less variation in

the number of formal par ameters passed by reference than both

the ad hoc teams (AT) and the disciplined teams CDT), with a

si m iLar trend in the percen tage of reference parameters

comp ared to the total number of decLared data variable,

according to the DATA VA R IABLE SCOPE COUNTS~ NONGLOBAL~ V

PARAMET ER ~ RE FEREN CE and DATA VAR IA9L E SCOPE PERCENTAGES~
N3NGLOBAL~ PA RAM ET ER ~ REFEPEHCE aspects.

(2) According to the PARAMETER PASSAGE TYPE PERCENTAGES~ VA L UE and
PARAMETER PASSAGE TYPE PER CENTAG ES \REFEREN CE aspects, both

the ad hoc teams (AT) and the discipLined teams (DI) tended

to have more variation in the percentage of value param eters

and reference parameters compared with the total number of

formaL parameters decLared than the indivi duaLs (Al).

(3) The individuals (Al) had less variation in the number o4

poss ibLe segment—~ LobaL usa ge pairs (i.e., potential access

of a global variable by a routine ) involvin g nonentry gLobaLs

than either the ad hoc teams (Al) or the disci pLin ec teams
(DT), according to the (SEG,GLO9AL ) POSSIBLE USAGE PA IRS~

V 
N O N E N T R Y  aspect.

V 
(4 )  Accord ing  to the (SEG,GLOBAL,SEG ) DATA 9INDINGS~ ACTUAL~

INDEPENDEN T aspect, there was a very slight trend for the

individuals (Al) to have less variation in the number of

actuaL data bindings CSt .vens, Myers, and Constantine 74~
(i.e., occurrences of the situation where a global var iab le r

is both actually m odif ied by a segment p and actualLy

accessed by a segment a, with p different from q) in which

the two routines were “independent ” (i.e., nei ther segment

can invoke the other , directly or indirectLy ) than both the

ad hoc teams (AT) and the disciplined teams (DI). V

(5) The indivi duaLs (Al) exhibited noticeably greater variation

.

~ 
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than either the ad hoc teams (AT) or the disci p lined teams
(DI) in the number of misc eLlaneous job steps (i.e.,

auxiliary compilations or execution s of something other than

the fina L software project ), according to the COMPUTER JOB
STE PS~ MI SCELLANEOUS aspe ct ,

C~~) In the number of calls in general and of caLLs to

V 
programmer— define s routines in par ticular , the ind IviduaLs

(A!) displa yed noticeabLy greater vari ation than both the ad

hoc teams (AT) and the discipLine a teams CDT ), accordin g to

the INVOCATIONS and I N V O C A T !O N S ~~N O N I N T R l N S I C  aspects. 
V

C’) According to the STATEMENTS aspect, a very sLight trend

existed for the ad hoc teams (AT) to show Less va riabiLity

than either the disci p lin ed teams CDT) or the individuaLs

(A!) in the number of executable statements.
(8) A trend existed for both the indiv iduals (Al) and the

discipLined teams CDT) to have greater variabiLity than the

ad hoc teams CAT ) in the average (per function ) number of

caLLs to programmer—defined functions, according to the AV G

INVOCATIONS PER (CALLED ) SEGMENT~~FUNCT ION aspect.

(9) Acc .rdin g to the (SEG ,GLOBAL ) ACTUAL USAGE PAIRS~ MO DIF~ E D
asp ect , a defini te trend existed for the ad hoc teams (AT ) to

have Less var ia oi Lity than either-the individuals (A!) or the

disci p Lined teams (PT) in the number of actua l segment—g lobal

usage pairs (i.e., actua l access of a global variable by a

- 1 r3ut ine) invoLving gLobats which were modified during 
V

ex ecut ion.
(10) A ccording to the AVERAGE SEGMENTS PER MODULE aspect , the 

V

indivi duals (A!) and the disciplined teams (DI) both

exhibited noticeably L e s s  var iation in the averagr number of

routines per moduLe than the ad hoc teams (AT).

(t i)  !he ad hoc teams CAT ) were noticeably more variable than

ei ther the ølscipLinec teams CDT) or the Ind ividua ls (Al) in

the percenta ge of coded R E T L ~R N statements compared w ith the

totaL number of statements, accoraing to the STATEMENT TYP E

PEPCE NTAGES~ RETu RN aspect.

(tZ) According to the AVERAGE GLCBAL VARIABLE PER MODULE~ MO DIFIED

ascect, the ad hoc teams CAT) disp layed a definite trend

V -~~~~~~~~~~ 
V
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toward greater var iabi l ity than both the individuals (Al) and

the disciplined teams CDT) in the average number of globaLs
per moduLe which were modifie d during execution.

(13) The individua ls (Al) and the di scip lined teams CDT ) were both

noticeably less variao (e than the ad hoc teams (AT) In the
V 

number of possible se~ men t—globat usage pairs where the

global variable was nonentry and moaif ied during execution ,

accor ding to the (SEG, GLOBAL) POSSIBLE USAGE PA IRS ’iNON ENT PY~
MODIFIED aspect.

(14) According to the (SEG,GLO9AL,SEG) DATA BIND!NGS~ PO SS IBLE
aspec t, the ad hoc teams (AT) tended toward greater

variability than either the individuals (Al) or the

disci p Lined teams CDT) in the number of possible data

bind ings.
(1!) According to the STATEMENT TYPE COUNTS~~(PROC)C ALL , STATEMENT

TYPE COUNTS% (PROC )CALL~ NON !NTRINSIC , INVOCAT !ONS~ PROCEDURE,

and INVOCAT ION S~ PROCE DURE~ NONIP4IRINSI C aspects, both the

indivi duaLs (A!) and the ad hoc teams (AT) were noticeably[ more variabl e than the disciplined teams CDT) in the number

of calls to intrinsic and non intrinsic procedures , with a

si miLar trend for calls to nonintrinsic procedures alone .

(1~~) This same difference appeared in the average number of

in trinsic procedure calls per caL ling segment, according to

the AVG INVOCATIONS PER (CALLING ) SEGMENT~ PROCEDURE ~ INTRINSIC

~ I 
asoect.

(17) According to the DATA VARIA BLES SCOPE PERCENTAGES~ GLOBAL~
NONENTRY~ M O D I F I E D  aspect, the disc ip lined teams CDT) displayed

noticeab ly smalLer variation than either the individuals (A !)

or the ad hoc teams (AT) in the percentage of nonentry global

vari ables that were modified during execut ion compared to the

total number of data variables declared.

(IE) According to the AVERA G E TOKENS PER STATEMENT aspect , a

de inlte trend existed for the disci pLined teams CDT) to

exhibit greater va ri aotLf ty in the average number of token s

(i.e., basic symbolic units ) per statement than both the

in dividuaLs (A!) and the ad hoc teams (AT).

V 
( ic)  The trend toward  Less varia tion among both the individuals

V 

~~~~~~~~~~~~
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(Al) and the ad hoc teams (AT ) than among the disciplined

teams (DI) exis ted in the number of gLobal variabLes and in

the number of formal paramet ers , accordin g to the DATA

VA R IAB LE SCOPE COUNIS~ GLO BAL and DATA VARIABLE SCOPE COUNTS~
N3NGLOSAL~ PARAMETER aspects , respec tively.

(26) A sim ilar difference in var iabi lity existed noticeably in the 
V

V 

: percentages , comp ared to the tota l number of declared data

variables, of gtobaLs, of nonglobals, of forma L parameters,

and of formaL parameters passed by value, according to the

DATA VAR IABLE SCOPE PERCENTAG ES~ GLOBAL, DATA VAR iABLE SCOPE

PEQCENTAGES~~NO N~~L38AL, DATA VARIABLE SCOPE PERCE NTAGE S~-

V 
N 3NG LO B A L~~P A R A M E T E R , and DA TA VA P1AB LE SCOPE PERCENTAG ES~
N,)P4GLO9AL~ PARAME1E Q~ VALU E aspec ts, respec tively.

(21) According to the (SEG,GLOSAL ) POSSIBLE USAGE PAIRS and

(SEG ,GLOBAL ) POSSiBLE USAGE PAIRS~ NONENT RY%UNMO DIFIED

aspec ts, the re was a noticeabLe difference in variability,

with the individuals (Al ) Less than the disci plined teams

CDT) Less than the ad hoc teams (AT), for the totaL nui~b er  o~
poss ible segment— global usage pairs, with a similar trend for

possi ote usa ge pairs in which the global variabLe was

nonentr y ari o not modified during execution .

(2Z) There was a noticea ole difference in variabi lity, with the

disciplined teams CDT) Less than the individuals (Al) Less

V than the ad hoc teass CAT ), in the maximum number of unique

- 1 compiL atio ns for any one modu le, accordin ; to the MAX UP~IQ UE

COM PILATIONS F.A.O. MODULE aspect.

(23) According to the STATEMENT TYPE COUNTS~ R€ TURN aspect, there

was a difference in variability, with the disci p lined teams

(DI) Less than the individuals (A!) less than the ad hoc

teams (AT) , for the number of RETURN statements coded. 

.TT ~~~. 
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AppendIx 3. ~~gjj~~ t f l E~ft 21 ~~~~~~
2111t~~oX 1~~I2O ~o~ix~ii

Tne foLLowing two paragraphs simply provi de an English V

paraphrase of the “r e l a xed d i f f e r e n t ia t io n” details presented in

Ta cLes 4.1 and 4.2, respectively.

On Jgç~~j g~ com parisons, four programming aspects yielded

co mpLeteLy differentiate d conclusions. They are “rela xed” to

partiaLl y aifferenti ated conclusions as follows:

1. From DT < A! ( AT on PROGRAM CHANGES, the DI < A! = AT

conc lusion ove rw hel m in g l y dwarf s the DT Al ( AT conclusion

2. The DT < AT difference is more pronounced than the Al ( DI

difference from Al < DI < AT on LiNES

V 
3. AT ( DT < A ! on (SEG,GLOBAL) USAGE RELATIVE PERCENTAGES~~ENTRY

Is more sig n ificantLy “reLaxed” to AT < bi = A ! than to

AT DI < Al

4. The AT < Dl and DI < Al differen ces from AT DI < A ! on

(SEG,GLOSAL ) USAGE RELATIVE PERCEP~TACES~ ENTRY~ MO DI F IED are
both exactly equally strong

On ~~~~~~~~~~~ comparisons, three programming aspects yielded

V con ,~.LeteLy di fferent iateu concLusions. They are “reLa xed” to

par tia LLy differentiated conclusions as foLLows:

1. The DI ( Al difference is much more pronounced than the
V 

A !  ( AT difference from DI < A l  < AT on ‘AX UNIQUE

COMPIL ATIONS F.A.O. MODULE
V 2. From DI ( Al < AT on STATEMENT TYPE COUNTS~ RETURN, the

DT = A ! < AT conclusion overwheLmin gly dwar fs the

DI ( A ! = ftT

3. A l ( DI < AT on (SEG,GLOBAL) POSSIBLE USAGE PAIRS is more

significantLy “reLaxed ” to Al C AT PT than to DI A! C A T
4. The A ! < DI aifference is more pronounced than the DI C A T

difference from AX C PT C AT on (SEG,GLOPAL ) POSSIBLE USAGE

P A 1RS~ NO N E N T R Y ~ UN MODIFIED

-
~~ 
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Appen dix 4. 
~~Ua 1t29r 1z~iig~ 21 Qi~t !~oi~~ Qi1i.Io~~i2c1

The following t wo paragrap hs provide a complete itemi zatio n

of ~$rectio nLes s distinctions. The informa tion contained in

Tables 2 and 4 has simply oeen reorganized and presented in

En gLish to support a direct ionte ss view of the study~ s results.

Speci ficalLy, for the study~ s j~~itj~a compariso ns:
(1) The distinction -

Al (individuals ) � AT (ad hoc teams ) = DI (discip lined teams )

was observed for ogn
~ 

of the crocess aspects and for several.

proauct aspects, including
— the raw count of programmer—def ined segments (i.e.,

rou tines),
— the raw count of pro gramm er—defined data variabLes,
— severa l raw counts and relative percentag es of data

variables according to their scope (i.e., global,
param eter, or local ),

— the raw count of p otent ial segment—global usage pairs

(which is strongly depenoent on the raw counts of

segments and gLobals , both of which are aLso in this

cate gory), and
— severa L “per se;men t” averages of other raw counts (i.e.,

fo rmal parameters, executable statements, and

nonin trinsic calls).

(2) The distinction

AT Cad hoc teams ) � PT (discip lined teams) A ! (individuals )

w as ob serve d f or OQOt of the process aspects and for several

pro3uct aspec ts, including
— th e raw co un t of L ines of sym bolic so u rce co de ,
— both the raw count and relative percenta ge of IF

V 

statements,
— the raw count of programmed decisions (i.e., total numbe r

of IF, CASE, and WHILE statements ),
— the raw coun t of RETURN statements,
— the raw counts of ca ll s to intrinsic routines and intrinsic 

V 
~~~~~

- 
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procedures,
— one ratio of actua l to possible accessi olLity of globats by

segments, and

— the raw count of possibLe communication paths between

segments via g&ooats. 
V

V 
(3) The distinction

PT (discip lined teams) * A ! (individual s) = AT (ad hoc teams)

was observed for nearLy aLl the process aspects, i n c l u d in g
V — nearly all the raw counts of computer job steps, Including

bo th the total count and aL t the sub cLassif icati on

coun ts (i.e., compilations, executions , miscellaneo us),

except for identica l compiLat ions,
— both “per module ” Coun ts of unique compiles, the average

and the (wors t  case )  maxim um , and
— the amount of revision ana change made to the source code

during development,

but for 09D! of the product aspects.

Specif icaLLy, for the study s 
~112~~~IQ~ 

comparisons:

(1) The aistinction

Al (individuals ) # AT (ad hoc teams ) = DI (disciplined teams )

was observed for one process aspect, nameLy
— the raw coun t of miscellaneous computer job steps (i.e.,

au xiliary compilations or executions of somethin g other

t han the finaL product ),

an c for severaL product aspects, including
— the raw count and several relative percentages of reference I -

parame ters,
— a few raw coun t s of potent ial se~ men t—gLobaL usage pairs,

— the raw count of tota l invocati ons and Invocat ions o~
programmer—defined routines , and

— th e ra w coun t of ac tual se~ men t—gl oba l—se gment data

3indin~ s in which neither segment could invoke the

other.
V (2) The cist inct ion

AT (ad hoc teams) * PT (discipLined teams) ~ A! (individuals )
V was observed for OQOt of the process aspects and for several

_ _ _ _ _ _ _ _ _ _  - -
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pr ouuct asp ects, incLud in g
— two “per module ” averages of other raw counts, (i.e.,

segments and global variables which •ere modified durin g

execution ),
— the raw coun t of executable statements,
— both the raw count and reLative percentage of RETURN

• s t a t e m e n t s ,
— the average number of calLs made to pro grammer—defined

segments whic h were functions rather than procedures,
— the raw count of actual segment—globaL usage pairs In whi ch

the globa l variable is modi fied durin g execution ,
— the raw Count of potential segment—glob al usage pairs in

which the ,Lo ba l variable is not accessibLe across

modules and is modifie d , and
— the raw count of potential segment—globa l—seg m ent data

bind 1n~ s.

(3) The distinction

V DI (discip lined teams ) * A! (individuaL s) = A T (ad hoc tea m s )
was observed for one process aspect, name ly

— the (worst case) maximum count of unique compiles for any

one module,

an C for severaL product aspects, including

V 
— severaL raw counts and relative percenta ges of data

variables according to their scope (i.e., globaL,

parame ter, or Local ),

— the raw Counts of calLs to pr ocedures and to

pr ogrammer—defined procedures ,
— the avera ;e number of caLls to bu iL t—in  procedures per

V 
c a t t i n g se~ ment, an d

— the avera ge number of tokens per statem ent.
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